
4 Inferences about Process Quality

• This chapter contains a review of basic statistical tests of hypotheses and linear regression.
We will not cover this in this course.

5 Methods and Philosophy of Statistical Process Control

• We will review the “seven tools of quality” which are very basic statistical process control
(SPC) problem-solving tools. We will cover the Shewhart control chart including sample size,
sampling interval and rational subgroup selection, placement of control limits, interpretation
of control chart signals and patterns, and the average run length in greater detail.

(I) Flow charts (IV) Histograms (VI) Pareto charts
(II) Cause-and-effect diagrams (V) Check sheets (VII) Scatter plots

(III) Control charts

5.1 I. Flow Charts

A flow chart is a chronological sequence of process steps. That is, it maps the flow of a process.
Simple flow charts use directional arrows to indicate the flow direction. More sophisticated flow
charts use special symbols to represent different types of flow (e.g., inspection, transportation, delay,
storage, etc.).

Fudge Industry Example: The following figures show (i) a simple flow chart of the process, (ii) a
detailed flow chart of the cooking stage in the process, and (iii) a pictorial flow chart of the process.

4 Inferences about Process Quality

• This chapter contains a review of basic statistical tests of hypotheses and linear regression.
We will not cover this in this course.

5 Methods and Philosophy of Statistical Process Control

• We will review the “seven tools of quality” which are basic statistical process control (SPC)
problem-solving tools. In particular, we will cover the Shewhart control chart including sample
size, sampling interval and rational subgroup selection, placement of control limits, interpre-
tation of control chart signals and patterns, and the average run length.

(I) Flow charts (IV) Histograms (VI) Pareto charts
(II) Cause-and-effect diagrams (V) Check sheets (VII) Scatter plots

(III) Control charts

5.1 I. Flow Charts

A flow chart is a chronological sequence of process steps or workflow (i.e., you are mapping the flow
of a process). Simple flow charts use directional arrows to represent the flow. More sophisticated
flow charts use special symbols to represent different types of flow (e.g., inspection, transportation,
delay, storage, etc.).

Fudge Industry Example: The following figures show (i) a simple flow chart of the process, (ii) a
detailed flow chart of the cooking stage in the process, and (iii) a pictorial flow chart of the process.

(i) Fudge Industry Flow Chart (ii) Cooking Stage Flow Chart

(iii) Pictorial Flow Chart of Fudge Industry
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Flow Chart for Coal-Based Electricity Production: Colstrip Project Division, Generating
Units 1-4, Tour Information Booklet
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Flow Chart for Coal-Based Electricity Production Scrubbers
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5.2 II. Cause and Effect Diagrams
5.2 II. Cause and Effect Diagrams

Represents the relationship between some “effect” and all the discernible possible “causes”.

• EFFECT

– A result of work or a result obtained through a process.

– Examples: quality, productivity, cost.

• CAUSE

– The direct or indirect influence on the effect.

– Production process examples: production method, manpower, material, machinery, mea-
surement, and environment.

– Service process examples: policies and procedures.

These diagrams are also called Ishikawa diagrams and fishbone diagrams.

Three Major Types of Cause-and-Effect Diagrams

1. Variation Type

• Break down the components of variance from major to detailed factors.

2. Production Process Type

• Main diagram line follows the process as it relates to the effect studied.

3. Cause Enumeration Type

• List all possible causes regardless of order, logic, etc. (Brainstorming)

• Organize the list into families that relate to each other.

• Study interrelationships.

The Purpose of the Diagram

• To devise a strategy to control and/or reduce the variability of one or more characteristics.

• To improve the effect by changing it to a new desirable level.
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Represents the relationship between some “effect” and all the discernible possible “causes”.

• EFFECT

– An effect is a result related to some property of interest obtained from a process.

– Examples: quality, productivity, cost.

• CAUSE

– The cause is the direct or indirect influence on the effect.

– Production process examples: production method, manpower, material, machinery, mea-
surement, and environment.

– Service process examples: policies and procedures.

• Reasons for using a cause-and-effect diagram:

– To devise a strategy to control and/or reduce the variability of one or more characteristics.

– To improve the effect by changing it to a new desirable level.

These diagrams are also called Ishikawa diagrams and fishbone diagrams.

Three Major Types of Cause-and-Effect Diagrams

1. Variation Type

• Break down the components of variance from major to detailed factors.

2. Production Process Type

• Main diagram line follows the process as it relates to the effect studied.

3. Cause Enumeration Type

• List all possible causes regardless of order, logic, etc. (Brainstorming)

• Organize the list into families that relate to each other.

• Study interrelationships.

Example: The following diagrams correspond to the fudge industry example discussed earlier.

• The top diagram is for the entire fudge production process.

• The bottom diagram is restricted and expanded for the cooking part of the process.
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Cause-and-Effect Diagram of the Entire Fudge Industry Process

Example: The diagrams correspond to the fudge industry example discussed earlier.

• The top diagram if for the entire fudge production process.

• The bottom diagram is restricted and expanded for the cooking part of the process.

Cause-and-Effectt Diagram of the Entire Fudge Industry Process

Cause-and-Effectt Diagram of the Fudge Industry Cooking Process Only
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Cause-and-Effect Diagram of the Fudge Industry Cooking Process Only

Example: The diagrams correspond to the fudge industry example discussed earlier.

• The top diagram if for the entire fudge production process.

• The bottom diagram is restricted and expanded for the cooking part of the process.

Cause-and-Effectt Diagram of the Entire Fudge Industry Process

Cause-and-Effectt Diagram of the Fudge Industry Cooking Process Only
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5.3 IV: Histograms

• Histograms display the variability and potentially unusual patterns in a set of measurements
taken from a process.

• Histograms from process data are often stratified by

– Different products, procedures, or quality characteristics of the products or procedures.

– Different shifts, groups, or teams of personnel.

– Different areas, machines, or individual workers.

– Different time periods, such as days or weeks.

– Different measurement instruments.

• The goal of stratification is to obtain information to narrow the search for large root causes
of variability.

5.3 IV: Histograms

In quality control, histograms display the variability in a set of measurements taken from a process.

Histograms and Stratification of Data

• Make histograms from process data stratified by

– Different products, procedures, or quality characteristics of the products or procedures.

– Different shifts, groups, or teams of personnel.

– Different areas, machines, or individual workers.

– Different time periods, such as days or weeks.

– Different measurement instruments.

• The goal is to obtain as much detail as possible to narrow the search for large root causes of
variability.
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5.4 V: Check Sheets

Why Collect Data?

• It is not practical or wise to rely only on experience, intuition, or professional judgement as
the basis for analysis or decision-making.

• Properly and accurately collected data will reflect the facts and should be used as a basis for
taking action.

Questions to Ask

• What is the purpose of your data collection?

• What is the appropriate data to address the purpose?

• How are you going to analyze the data?

• What are your resources for collecting data?

Once these questions are addressed then a simple data recording form known as a check sheet can
be developed so that proper and accurate data will be collected.

Typical Check Sheet Types

(1) Dispersion of continuous data. (4) Cause and effect.
(2) Check by cause. (5) Confirmation
(3) Defect location.

(1) Dispersion of Continuous Data Check Sheet:
Dimension Specifications Check

5.4 V: Check Sheets

Why Collect Data?

• It is not practical or wise to rely only on experience, intuition, or professional judgement as
the basis for analysis or decision-making.

• Properly and accurately collected data will reflect the facts and should be used as a basis for
taking action.

Questions to Ask

• What is the purpose of your data collection?

• What is the appropriate data?

• How are you going to analyze the data?

• What are your resources for collecting data?

Once these questions are addressed then a simple data recording form known as a check sheet can
be developed so that proper and accurate data will be collected.

Typical Check Sheet Types

(1) Dispersion of continuous data. (4) Cause and effect.
(2) Check by cause. (5) Confirmation
(3) Defect location.

30 31



(2) Check-by-Cause Check Sheet: Errors in Expense Reports
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(3) Defect Location Check Sheet: Defects on Windshields
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(4) Cause-and-Effect Check Sheet: Defects in Molded Parts
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(4) Cause-and-Effect Check Sheet: Preventive Maintenance for a Plas-
tic Extruder
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Other Check Sheet Examples
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5.5 VI: Pareto Charts

• A pareto chart is a tool for prioritizing importance of opportunities.

• Named for V.F.D. Pareto (1848-1923), an economist who studied the distribution of individual
income in Italy. He found that a large part of the wealth was held by few people.

Finding Opportunities

• “The Vital Few” Philosophy

– 80% of the losses are due to 20% of the causes

– 80% of the sales are due to 20% of the customers

• First Step in Improvement

– Identify the causes and customers to form a basis for continual improvement

Making a Pareto Chart

1. Decide categories/classification items and make a check list.

2. Determine the period to collect data.

3. Calculate the percentage of occurrence for each category.

4. Plot the bars in a bar chart in order of decreasing percentages.

5. Plot the cumulative percentage at the horizontal value at right side of each bar. (This step is
not always included.)

6. Title the chart, label axes, etc. so that it is easily understood.

Typical Pareto Charts

• Product types by defect. • Product defects by cause.
• Inventory values by item. • Product quality problems by customer.
• Product quality problems by type. • Complaints by customer.
• Sales volume by salesperson.

5.5 VI: Pareto Charts

• A tool for prioritizing importance of opportunities.

• Named for V.F.D. Pareto (1848-1923), an economist who studied the distribution of individual
income in Italy. He found that a large part of the wealth was held by few people.

Finding Opportunities

• “The Vital Few”

– 80% of the losses are due to 20% of the causes

– 80% of the sales are due to 20% of the customers

• First Step in Improvement

– Identify the causes and customers to form a basis for continual improvement

Making a Pareto Chart

1. Decide classification items and make a check list.

2. Determine the period to collect data.

3. Calculate the % of occurrence.

4. Plot the bars in a bar chart in order of decreasing %.

5. Plot the total % at the horizontal value at right side of each bar. (This step is not always
included.)

6. Title the chart and label axes so that it is easily understood.

Typical Pareto Charts

• Product types by defect. • Product defects by cause.
• Inventory values by item. • Product quality problems by customer.
• Product quality problems by type. • Complaints by customer.
• Sales volume by salesperson.
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Example: Pareto chart for the types of defects in a lamination process.

Defect Type Square Feet Percent Cumulative %

Bubbles 446,000 29.89% 29.89%
Dirt 305,000 20.44% 50.33%
Repellents 300,000 20.11% 70.44%
Pressure 173,000 11.59% 82.03%
Streaks 166,000 11.13% 93.16%
Blackspots 102,000 6.84% 100%
Total 1,492,000

Pareto Chart for Loss in Square FeetPareto Chart for Loss in Square Feet

Pareto Analysis of type

29.9

50.3

70.4

82.0

93.2

Bubbles Dirt Repellnt Pressure Streaks Blckspot

type

0

20

40

60

80

100

P
er

ce
nt

0

20

40

60

80

100

C
um

ul
at

iv
e 

P
er

ce
nt

SAS Code to make a Pareto chart.

DM ’LOG;CLEAR;OUT;CLEAR;’;
* ODS PRINTER PDF file=’C:\COURSES\ST528\SAS\paretoex.pdf’;
OPTIONS NODATE NONUMBER;

TITLE ’Pareto Chart for Loss in Square Feet’;

DATA loss; INPUT type \$ sqr_feet @@;
lines;
Bubbles 446000 Dirt 305000 Repellnt 300000
Pressure 173000 Streaks 166000 Blckspot 102000
;
PROC PARETO DATA = loss;

VBAR type / FREQ = sqr_feet MARKERS CMPCTLABEL;
RUN;
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5.6 VII: Scatter Plots

• In scatter plots, the goal is to identify and quantify relationships among continuous variables.

• When there is also a categorical variable of interest, a symbolic scatter plot (in which plotted
points are labeled using different symbols) is another useful scatter plot.

Product Strength vs. Moisture

Grouped Data Labeled Data

5.6 VII: Scatter Plots

• In scatter plots, the goal is to identify and quantify relationships among continuous variables.

• When there is also a categorical variable of interest, a symbolic scatter plot (in which plotted
points are labeled using different symbols) is another useful scatter plot.
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5.7 III: Control Charts

• A process that is operating when only random chance causes of variation (random noise) are
present is said to be in statistical control.

• We refer to sources of variation that are not attributable to chance as assignable causes.
Three common assignable causes arise from improperly adjusted machines, operator errors,
and defective raw materials.

• A process that is operating in the presence of assignable causes is said to be in a state that is
out-of-control.

Quality control procedures are

• Used to monitor process characteristics to ensure that process specifications are met.

• Designed to indicate the point in time when a process begins to produce units which do not
meet the process specifications, that is, when the process has shifted to an out-of-control state.

– If the process is in-control, the output should vary randomly about the parameter asso-
ciated with the process characteristic of interest. If well-designed, the procedure would
require a minimum number of runs to detect that this shift occurs.

– Once the shift has been detected, an assignable cause needs to be found quickly so the
process can be adjusted and returned to the in-control state. Detecting the shift quickly
helps reduce the number of substandard units produced, thereby, reducing production
costs.
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We will review several basic control chart procedures used for monitoring a process that:

• Provide graphical and computational rules for making process adjustments.

• Are simple to use.

• Are based on sound statistical principles.

In this course, three procedures will be reviewed: (i) Shewhart control charts, (ii) cumulative sum
(CUSUM) charts, and (iii) exponentially weighted moving average (EWMA) charts.

Use of Control Charts

• We assume that processes will not operate in a state of statistical control forever. That is,
something will eventually happen to take the process out of control.

• Often production processes will operate in an in-control state producing acceptable product
for relatively long periods of time. Eventually, a shift will occur resulting in an out-of-control
state such that a larger proportion of the process output does not conform to specifications.

• Only when control charts are routinely used can assignable causes be identified. If the causal
effects can be significantly reduced or eliminated then variability is reduced. Reduced vari-
ability improves the process.

• Warning: Control charts will only detect assignable causes. It is only through the actions of
those in charge that can eliminate the assignable causes.

• Additionally, from a control chart for an in-control process, we can estimate certain parameters
(e.g. mean, standard deviation, fraction nonconforming).

Control charts are a popular quality tool because they

• Are a proven technique for improving productivity through reduction in scrap and rework.

• Are effective in defect prevention by helping keep the process in control.

• Prevent unnecessary process adjustments by separating noise from abnormal variation.

• Provide diagnostic information through pattern detection.

• Provide information about process capability (i.e., the stability of process parameters).

5.8 Shewhart Control Charts

• There are two general types of Shewhart control charts:

1. If the decision scheme is to classify each unit as conforming or nonconforming to the
specifications of certain quality characteristics, then the attributes control chart would
be the proper choice.

2. If a specific numerical measurement is to be used to judge the control status of a process,
then the variables control chart should be used.

• Both types of control charts follow the same general form:
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– An investigator is concerned with some quality characteristic θ. For example, θ corre-
sponds to a population proportion nonconforming (attribute data) or corresponds to the
mean of a continuous random variable (variable data).

– Control charts display the realized values of θ̂, an estimator of θ, for each successive
sample drawn.

∗ The sample numbers are plotted along the horizontal axis.

∗ The values of θ̂ are plotted along the vertical axis.

∗ Two horizontal lines, called control limits, are drawn on the control chart equidis-
tant from a centerline.

∗ Often, two other horizontal lines, called warning limits, will be included on the
control chart.

Control Limits

• Let θ̂ be an estimator of θ based on a random sample of n independent units drawn from an
in-control process.

• Let µθ̂ and σθ̂ be the mean and standard deviation of the distribution of θ̂.

• The following set of formulas (proposed by Dr. Walter Shewhart) are used to construct control
limits for the process characteristic of interest:

Upper Control Limit(UCL) = µθ̂ + k1σθ̂
Centerline = µθ̂
Lower Control Limit(LCL) = µθ̂ − k1σθ̂,

(1)

where k1 is the number of standard deviations a particular value of θ̂ is allowed to vary from
µθ̂ without signalling an out-of-control process.

• Control limits provide upper and lower bounds for values of θ̂ that are acceptable to the
producer.

Warning Limits

• The warning limits lie between the centerline and the control limits and are determined by
the following formulas:

Upper Warning Limit(UWL) = µθ̂ + k2σθ̂
Centerline = µθ̂
Lower Warning Limit(LWL) = µθ̂ − k2σθ̂,

(2)

where k2 is the number of standard deviations a particular value of θ̂ is allowed to vary from
µθ̂ without giving a warning signal.

• Figure 1 illustrates the appearance of a control chart for θ̂ with k1σθ̂ control limits and k2σθ̂
warning limits.

Once the control chart is set up, the values of θ̂ for each successive sample are plotted.

• From formulas (1) and (2) it can be seen that the design of a control chart is dependent upon
the values of k1, k2, n, and the sampling frequency.
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Figure 1: Shewhart Control Chart

• The values of k1 and k2 are based on cumulative probabilities of the distribution of θ̂.

• Computing k1 and k2 from the exact distribution of θ̂ can often be difficult, because the exact
distribution of the characteristic may not be known.

• It is common in practice to choose k1 = 3 and k2 = 2. These are suggested values of k1 and
k2 which have been shown to work well in practice.

• Certain considerations, such as losses due to producing substandard products, may require
the use of smaller values of k1 and k2.

5.8.1 Control Charts and Hypothesis Testing

• Control charts are used to test the null hypothesis, H0, that the process is in control versus
the alternative, Ha, that the process is out of control.

• Type I error (α): the risk indicating an assignable cause when no assignable cause is present
(or, indicating an out-of-control condition when the process is in-control).

– In a Shewhart control chart this is the risk of a point falling outside the control limits
when no assignable cause is present.

• Type II error (β): the risk of failing to find an assignable cause when an assignable cause is
present (or, failing to detect an out-of-control condition when the process is out-of-control).

– In a Shewhart control chart this is the risk of a point falling inside the control limits
when the process is in an out-of-control condition.

• Various rules have been suggested to decide whether or not to reject H0.

– If any of these rules are satisfied, a search for an assignable cause should be conducted.

– If an assignable cause is found, the production process should be adjusted.

– After the adjustment has been made, continue with process control testing.
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• A control chart may indicate an out-of-control condition when one or more points fall beyond
the control limits or when the points exhibit some nonrandom pattern of behavior.

• A run is a sequence of consecutive points of the same type.

– Example: If the sequence of points are all increasing or all decreasing then this type of
run is called a run up or a run down.

• In practice, a subset of these rules can be chosen for implementation. If one or more of the
implemented rules is satisfied, reject H0.

• Data for the following example is based on 25 samples of 5 different piston ring diameter
measurements. The aim is 74 mm. It is assumed that σ = .01.
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5.8.2 Rules for Modified Shewhart Control Charts

# 1: One point is outside the control limits. Because the design of the control chart depends on
the construction of the control limits, this is the primary rule used by many practitioners,
even though it is not the most sensitive in detecting an out-of-control process.

# 2: n2 consecutive points on the same side of the centerline. n2 is typically 7, 8 or 9.

# 3: n3 consecutive points are steadily increasing or decreasing. n3 is typically 6, 7, or 8.

# 4: Fourteen points in a row alternating up and down.

# 5: Two out of three consecutive points are between the warning limits and the control limits on
the same side of the centerline.

# 6: Four out of five consecutive points plot beyond the ±1σ limits on the same side of the
centerline.

# 7: Fifteen points in a row within the warning limits on either or both sides of the centerline.

# 8: Eight points in a row on either or both sides of the centerline with no points within the
warning limits.

# 9: From ten consecutive points, any subset of eight points follow a monotone increasing or
decreasing pattern. Changing the rule from ten consecutive points to nine consecutive points
increases this rule’s sensitivity.

# 10: The second of two consecutive points is at least 4σθ̂ above or below the first.

• Rules #1 to #8 are rules that SAS can check. By itself, Rule #1 corresponds to the traditional
Shewhart control chart. Use of Rule #1 with any additional rules yields a modified Shewhart
control chart.

• These rules are not completely reliable in detecting an out-of-control process. It is possible
that a small shift or a cyclic pattern in the process parameter can go undetected.

• Widening control limits will decrease the Type I error and increase the Type II error.

• Narrowing control limits will increase the Type I error and decrease the Type II error.

5.8.3 Sample Size and Sampling Frequency

• In designing a control chart, the sample size and sampling frequency must be specified.

• The general problem is the allocation of sampling effort. That is, do we take smaller
samples at shorter intervals or larger samples at longer intervals.

• A method of evaluating sample size and sampling frequency is through the average run
length (ARL) of the control chart.

• The ARL is the average number of samples until the first out-of-control signal occurs.

– For the traditional Shewhart control chart, ARL = 1/p where p is the probability that
any point exceeds the control limits.
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– For any modified Shewhart control chart, the ARL depends on combining probabilities
associated with each rule. Review the Technometrics handout.

• Some people prefer to use the average time to signal (ATS). If samples are taken at fixed
intervals of h units of time, then ATS = ARL× h.

• The sample size must be both small enough to ensure that losses due to sampling do not
exceed the benefits, and are large enough to give reasonably accurate results.

Rational Subgroups

• The rational subgroup concept means that subgroups or samples should be selected so
that if assignable causes are present, the chance for detecting differences between subgroups
will be maximized while the chance for differences due to these assignable causes within a
subgroup will be minimized.

• When control charts are applied to production processes, the time order of production is a
logical basis for forming rational subgroups. Time order is often used for forming subgroups
because it allows the detection of assignable causes that occur over time.

• Two general approaches for constructing rational subgroups:

1. Each sample consists of units that were produced at the same time or were produced
relatively close in time.

– This method is used when the primary purpose is to detect process shifts.

– It minimizes the chance of variability due to assignable causes within a sample and
maximizes the chance of variability between samples if assignable causes are present.

2. Each sample consists of units of products that are representative of all units that have
been produced since the last sample was taken.

– Each subgroup is a random sample of all process output over the sampling interval.

– This method is used when the primary purpose is to make decisions about the quality
of all units of product since the last sample.

– This approach gives a “snapshot” of the process at each point in time when a sample
is collected.

• If the process shifts to an out-of-control state and then back to an in-control state between
samples, the first method will be ineffective against these types of short-term shifts. In such
cases, the second method should be used.

Other Sample Size Considerations

• The cost of sampling: What will the budget allow?

• Destructive vs. nondestructive sampling: Destructive sampling renders the sampling unit
unfit for future use.
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