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Module 1IntroductionTo become competitive at markets, today, innovative system solutions for new products have to be basedon key technologies as electronics, microelectronics, telecommunication and micro-electro-mechanicalsystems (MEMS). Actually, the technical progress in these key technologies proceeds rapidly. Therefore,classical education at universities has to be accomplished by additional learning activities, particularlyfocused on� Life-long learning in companies and research institutions� Assisting classical teaching courses to improve the learner's motivation� Imparting short-lived knowledge distilled from latest R & D activities.To cope with the enormous increase of knowledge day for day on the one hand, and the limited time toimpart it on the other hand, multi-media-based learning facilities become more and more important. Inparticular, the Web-based education methodology o�ers new chances and challenges. Indeed, Internet-based techniques have set up the technical basis to meet the demands for exibility in learning at di�erentplaces and at any time as well as updating the short-lived knowledge.In fact, simulation has proved as a very important method to perform virtual experiments to get deeperunderstanding of interdisciplinary processes, and to gain insight in complex systems aimed at verifyingand optimizing new designs and developments. Therefore, simulation should be an integral part in classicteaching mainly relied on face-to-face courses as well as in engineering.This widespread spectrum of applications is one of many other reasons to provide powerful simulationfacilities.In this sense, the interactive simulator Dynast http://virtual.cvut.cz/cacsd/msa/onlinetools.shtml devel-oped at the Czech Technical University in Prague which can be used via the Internet is an appropriatesimulation tool.Dynast is the software basis of a Web-based course on Dynamics and Control of Multidisciplinary Engi-neering Systems ( DynLAB ). Partners in four countries are developing this course under the umbrellaof the European Leonardo project. The multidisciplinary modeling and simulation strategy is stronglyfocused on a very general "multipole approach\ that has been proved successfully for years.Generally, the development of mixed electrical and non-electrical systems as well as electronic solutionsfor new product waves is mainly based on design-driven simulations. Therefore, the Dynast simulatorhas to be provided with a suit of models for semiconductor devices (e.g. diodes, MOS and Bipolartransistors). Semiconductor devices are the main item in modern circuitry, either in a complex net ofdiscrete electronic devices (capacitors, inductors, resistors and transistors, etc.), or as integrated circuits(IC) on semiconductor chips. Basically, diodes and transistors exhibit a nonlinear current/voltage (I/V)characteristic. That is why already pretty simple circuits cannot be understood completely without adetailed analyze. This can be done by simulation with Dynast. Basically, four �elds of using Dynast maybe highlighted in the following: 5



6 MODULE 1. INTRODUCTION1. The user (or learner) is mainly interested in analyzing a given and developed circuit, respectively. Inthis case, he needs stable device models capable to describe all essential e�ects to meet the circuitsfunctionality. Therefore, a set of models for di�erent demands (simple models until advancedmodels) should be available. The user's (learner or engineer) main interest is focused on how tospecify the model's parameters to simulate the circuit under test successfully.2. The user (mostly designers and engineers) has to �nd out why his circuit does not meet all charac-teristic parameters as speci�ed. In this case, he has to identify what the weak points are, and howto cancel them. In this case, the electronic devices have to be included in the failure consideration.That requires more information on device parameters to be speci�ed before simulation. In particu-lar, the users are interested in their impact on the device's internal electronics. Often, the problemsarisen in the circuit under development are due to thermal e�ects. Typically, power dissipation canshift temperature sensitive parameters of the semiconductor devices resulting in breaking down thecircuit's functionality. To identify such thermal e�ects it is very important to have available devicemodels with a thermal pin. Therefore, critical heating e�ects can be identi�ed by simulations andminimized before manufacturing the circuits.3. The user is compelled to include his own model (company speci�c models) into the Dynast simula-tion environment. In this case, he needs all relevant information to implement his models correctly.4. Web-based course on Dynamics and Control of Multidisciplinary Engineering Systems has beenset up for assisting classical teaching courses with virtual experiments to improve the learners'motivation to deal with complex physical phenomena more in detail. Moreover, it is aimed atperforming professional training in companies and also for in-house quali�cation activities.Based on appropriate advanced models, Dynast also o�ers the chance to provide engineers with leadingedge as well as fast moving knowledge. Thus, Dynast will bridge the gap between the basics mainlyimparted at universities and interdisciplinary expertise necessary for mastering the design processes inkey technologies as electronics and micro-electro-mechanical systems (MEMS).The course "Modelling of Semiconductor Devices\ is indented to ful�ll these entire goals.



7

Figure 1.1: Dynast simulation: schematic entry, simulation control, and results



8 MODULE 1. INTRODUCTION



Module 2Inserting a Device Model intoDYNASTModule overview. Granted that a user wants to create a new transistor model into the DYNASTsimulator. In this module it is described step by step what has to be done to insert a transistor model ifthe formula is given.The very simple model is chosen in view of transistor models that are commonly in use, especially inDYNAST.Module objectives. When you have completed this module you should be able to:1. Insert an own model into DYNAST2. Use his model within simulation experimentsModule prerequisites. DYNAST installation, basic experience in using DYNASTAs an example we take an oversimpli�ed model with the pins G (gate), D (drain) and S (source). Thedrain-source-current i tr is equal toi_tr = if vg>p1 then (vd -vs) p2 else (vd - vs)*p3with vd - drain voltage, vs - source voltage, vg - gate voltage, and p1, p2, and p3 parameters. The gatecurrent is zero.The following steps have to be carried out:1. Start the DYNAST shell2. Create a model �lePress File > NewIn the following window choose :File type: submodel textFile name: T ExampleModel: simple transistor exampleChoose the documentation template.Press OKA window with a general template for a model appears where the text can be edited:9



10 MODULE 2. INSERTING A DEVICE MODEL INTO DYNAST

3. Fill in the Model FileThe model �le has to be �lled in by� Adding the pins (X, Y are replaced by the pin names)� Adding the parameters (P1, P2 are replaced)� Adding the transistor formula.The pin currents are set by using an internal current source:IG> J G = 0.0;IG is the name of the current source, J is the current source identi�er, G means, that the current isowing from the pin G to the ground. The current value is zero. In such a way single pin currents canbe set to certain values.Since the i tr current ows from the drain to the source pin, one current source can be taken for both,the drain and the source pin:IDS> J D S = i_tr;



11The result after �lling in the model �le is:::<enter module description here>:::SYMB:::FIG:::INTER:::EXTPT_Example :: simple transistor exampleG, :: GateD, :: DrainS / :: SourceP1=1, :: ThresholdP2 = 100, :: high conductanceP3 = .01; :: low~conductanceIG> J G = 0;i_tr = (V.G>p1) * (V.D-V.S)*p2+(V.G<=p1) * (V.D-V.S)*p3;IDS> J D - S = i_tr;:::DATA:::ORIG:::<enter model origin here>EO@;This step is concluded by pressing OK4. Create a symbol libraryPress File > NewIn the following window choose :File type: symbol libraryFile name: T LibPress OKThen a window appears for graphical editing of a symbol of the transistor.



12 MODULE 2. INSERTING A DEVICE MODEL INTO DYNAST5. Design a symbol of the transistorDraw a picture which you want to use for the transistor within the red line.Create the ports and connect it to the port names of the model:Press the jA Button, put the connector to the correct place, and �ll inthe pin properties:Pin Properties: Name: DType: electricPress OKClick the symbol schematic in the left upper corner twice.Change the symbol properties:Symbol Properties: Name: T ExampleShortcut: T EType: @t exampleDescription: simple transistor exampleClose the window.In our test case the symbol is a simple rectangle:



13This is the window of the symbol properties:

6. Add comments to the transistor modelTo complete the transistor modelling some comments should be added as it is adumbrated in the followingmodel text::: simple transistor example:::::: Information for model documentation in latex formate ...::::::INTER:::EXTP:::DATAT_Example :: simple transistor exampleG, :: GateD, :: DrainS / :: SourceP1 = 1, :: ThresholdP2 = 100, :: high conductanceP3 = .01; :: low conductanceIG> J G = 0;i_tr = (V.G>p1) * (V.D-V.S)*p2 +(V.G<=p1) * (V.D-V.S)*p3;ID> J D - S = i_tr;EO@;:::ORIG:::Copyright in latex formateNow the model is complete and can be used in any circuit!



14 MODULE 2. INSERTING A DEVICE MODEL INTO DYNAST7. Create a circuit modelTo create a circuit model the following step has to be done:Press File > NewIn the following window choose :File type: problem textFile name: test1Title: erster Test ...Choose Standard template.Press OKThen a text window appears to be edited. Additionally a diagram window can be opened, in whichthe transistor and other electrical models can be placed by drag and drop, and connected.The model text and the circuit scheme are e.g. like this:
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16 MODULE 2. INSERTING A DEVICE MODEL INTO DYNAST

The simulation results show that the drain current is jumping if the gate voltage becomes greater thanone. It is caused by increasing the conductance from p3= 0.01 to p2=100 at the same position.This example (netlist and simulator commands) can be found in the �leInsertExercise2� 1:prb.



Module 3Electronics of SemiconductorStructuresModule units3.1 Charge carriers in semiconductors . . . . . . . . . . . . . . . . . . . . . . . . 183.1.0 Constants of semiconductor electronics . . . . . . . . . . . . . . . . . . . . . . . 183.1.1 Electrons and holes in doped semiconductors . . . . . . . . . . . . . . . . . . . 183.1.2 Energy-band diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203.1.3 Energy and potential dependency of charge carriers . . . . . . . . . . . . . . . 243.1.4 Temperature dependency of the charge carrier density . . . . . . . . . . . . . . 263.1.5 Recombination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273.2 Electric �eld and space charges in semiconductors . . . . . . . . . . . . . . 283.3 Charge carrier transport in semiconductors . . . . . . . . . . . . . . . . . . 303.3.0 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303.3.1 Field drift and di�usion currents . . . . . . . . . . . . . . . . . . . . . . . . . . 313.3.2 Carrier ow and the continuity equations . . . . . . . . . . . . . . . . . . . . . 34Module overview. The electronics of semiconductor devices is mainly based on mobile and �xedcharges controlled by electric �elds due to space charges within the semiconductor and supplied electrodepotentials. Before analyzing the basics of the interaction between these quantities in a phenomenologicalmanner, we have to be prepared on questions like� What are the main di�erences between a semiconductor on the one hand and metallic conductorsand insulators on the other hand?� How to provide semiconductors purposefully with mobile carriers?� How to make a semiconductor to a p -type or n -type conductor?� What kind of charge carriers are available to carry a current in semiconductors?� What makes the di�erence between free charges outside the semiconductor and such ones caughtin a crystal lattice?� Which phenomena are active to move carrier in semiconductors?� How to �nd out the interaction between electric �elds and charges in semiconductors?This module is intended to give answers to these and other questions from a more phenomenological pointof view. That means we are especially interested in providing modeling approaches rested on the basicsof electronics as imparted in the curricula at the universities and advanced technical colleges. Moreover,it should be mentioned that the processing technology for semiconductor devices will be focused ondedicated results only without discussing details on how to perform such processes.17



18 MODULE 3. ELECTRONICS OF SEMICONDUCTOR STRUCTURESSo, we establish the basis for a widespread understanding of the working principles of the most importantsemiconductor devices.Module objectives. After studying this module learners should:1. Understand the basics necessary for an analytically oriented description of the operation principlesof semiconductor devices.2. Be acquainted with dedicated approaches proven in device modeling for years.Module prerequisites. Basics in semiconductor physics and electronics3.1 Charge carriers in semiconductors3.1.0 Constants of semiconductor electronicsAbsolute dielectric constant of the empty space "0 = 8:86� 10�12As=VmPermittivity constant of Silicon (Si) "H = 10�12As=V cmRelative dielectric constant Si "rH = 12Dielectric constant of Silicon oxide (SiO2) "ox = 3� 10�13As=V cmElementary charge q = 1:6� 10�19AsFree electron mass m0 = 9:11� 10�31kgEnergy gap of Si Wg = 1:1 eVElectron a�nity of Si against vacuum WEASi = 4:1 eVElectron a�nity of Si against SiO2 WEASiO2 = 3:25 eVPlanck's constant h h = 6:63� 1034Ws2Boltzmann's constantk k = 1:38� 10�23Ws=KReference temperature T0 = 300 KThermal voltage VT VT (300K) = 25:9mVE�ective density of states in conduction band NC � 1019cm�3E�ective density of states in valence band NV � 1019cm�3Intrinsic density for Si ni (300K) = 1:5� 10�10cm�3Di�usion coe�cient for electrons in Si Dn � 40 cm2=sDi�usion coe�cient for holes in Si Dp � 10 cm2=sAveraged electron lifetime in Si �n � 10�9 sAveraged hole lifetime in Si �p � 10�7 sSpace charge layer carrier life time �s � 10�9 sForward oating potential for Si diodes VFO � 0:7 V3.1.1 Electrons and holes in doped semiconductorsGenerally, particle currents in semiconductors rely on two sorts of mobile carriers, the electrons and defectelectrons (so-called holes). Electrons and holes carry the elementary charge �q and q = 1:6� 10�19As,respectively. Because these carriers are caught in a crystal lattice, they are interactions with the ionizedatoms �xed in the crystal lattice.That is why they are not "free\, rather than "quasi-free\. Basically, the carriers in crystals are inuencedby electric �elds (forces) externally imposed on the semiconductor, as well as by internal �elds due tothe ionized atoms of the lattice. Therefore, they exhibit characteristics which di�er from them of feecarriers. To keep formally at the approach developed for supplied external forces (�elds), we have toinvolve such internal interactions implicitly at least. Thus, we use the carrier's e�ective mass (mn andmp) instead of the their free carrier mass m0n and m0p, respectively. The e�ective mass can be derivedfrom the energy band structure of semiconductors. Based on the wave-particle-dualism, globally, theband structure describes some characteristics of the "wave behavior\ of quanta in semiconductors. Infact, semiconductors exhibit anisotropic band structures, i.e. the e�ective mass of electrons and holes aretensors.



3.1. CHARGE CARRIERS IN SEMICONDUCTORS 19Another important di�erence to free carriers concerns their energy. Generally, free carriers can acceptunlimited energy levels, however, that is not true for carriers in crystals. Due to the internal interactionswith the ionized lattice atoms, the electrons and holes in solids may only reach restricted values of energy.In particular, there is a material-speci�c energy band gap Wg(forbidden energy band) for electron andholes. It separates the conduction band with the lower band edge WC from the valence band with theupper band edge WV (see Figure 3.1), i.e. Wg =WC �WV > 0.

Figure 3.1: 2D lattice structure (schematically) [2]At room temperature the forbidden energy gap between WC and WV is Wg = 1:1 eV for silicon Si. Ba-sically, carriers in undoped semiconductors (intrinsic semiconductors) are generated in pairs by thermalexciting valence band electrons. Leaving the valence band and entering the conduction band, each of thethermally excited electrons generates a (mobile) hole in the valence band (see Figure 3.1(a)). Both, theelectrons lifted into the conduction band and the defect electrons (holes) left behind the valence bandwill contribute to a current ow. Generally, this kind of intrinsic conductivity is negligible compared tothe conductivity due to ionized impurities [1], [2].In this case, impurity atoms with a valency of �ve (so-called donors like phosphorus (P ) or arsenic (As))and a valency of three (called acceptors e.g. boron (B)) replace purposefully some silicon (Si ) atoms inthe crystal lattice, respectively. If the donors and acceptors get ionized, each donor delivers an electronto the conduction band, and each acceptor will capture an electron from the valence band leaving a defectelectron (hole) behind. Really, to be executed, these ionization processes only need the comparably smallenergy di�erence �WD > WC �WD > 0 respective �WA > WA �WV > 0 (see Figure 3.1(b), (c)).



20 MODULE 3. ELECTRONICS OF SEMICONDUCTOR STRUCTURESIn this way two important phenomena occur. On the one hand, excess electrons and holes will be de-livered by ionized donors and acceptors, turning the semiconductor to an n -type or p -type conductor.On the other hand, the ionized positively charged donors and the negatively charged acceptors �xed inthe lattice create space charges which have to be considered for the modeling of internal electronics insemiconductor devices. The latter item will be discussed in the next paragraphs in more details.Normally, at room temperature all donors (densityND) and acceptors (concentration NA) are ionized.Consequently, in an n -type semiconductor doped with donors ND the electron density is approximatelyn = N+D � ND where the intrinsic concentration ni can be neglected (ni << ND).For a p -type semiconductor the hole concentration becomes p = N�A � NA since ni << NA (see Figure3.8) [2].3.1.2 Energy-band diagramAs mentioned above electrons and holes in semiconductors exhibit dedicated characteristics, like accep-tance of only restricted energy levels, e�ective mass, etc. Some of them can be illustrated with theband structure of semiconductors and its energy-band diagram. Whereas the band structure (alreadymentioned above) shows important conclusions found out by quantum-mechanic analysis, generally, anenergy-band diagram presents dedicated energy levels (among others the band edgesWC andWV ) againstthe location described with a position coordinate (x , y or z) of a Cartesian system. To illustrate theincrease of electron energy in the energy-band diagram, usually the ordinate with an arbitrary referencelevel is used for that.Before going in details, we should mention what the band model's positive features are. As we willdemonstrate with examples below, in particular, the energy-band diagram is used to detect where spacecharges, electric �elds and currents will occur within the semiconductor. Moreover, it is very useful to�nd out the right (internal) boundary conditions needed to calculate the potential and �eld distributionwithin the semiconductor device structures. In this way a problem of the complex contact electronics canbe defused drastically for modeling purposes. Last but not least, based on it we are able to explain in aphenomenological manner the operating principle of complex semiconductor devices without a detailedanalysis of the internal electrons.Mostly, only the three energy levels (the band edges WC , WV and the Fermi-level WF ) as well as thepotential energy of a fee unmoved electron (We), and additionally, the two energy di�erences (the electrona�nityWEA and work functionWWF ) are su�cient to complete the energy-band model as demonstratedin the following.From the band-structure we know that just energy levels near the band edges WC and WV are mostinteresting for the existence of electrons and holes in semiconductors. That is why just theses levels haveto be pictured. As mentioned above, from them we �nd the energy gap Wg =WC �WV .If we have doped semiconductors, we still need the position of the so-called Fermi-level WF in the energyband diagram. The Fermi-edgeWF is an important formal parameter which characterizes the occupationprobability of available energy states in the conduction and valence band with electrons or holes (see alsoparagraph 3.1.3). The position of the energy level WF in the band model is dependent on the impurityconcentration. Normally, the Fermi-level is within the forbidden band (see Figure 3.1). Such semicon-ductors are said to be non-degenerated. Otherwise, in heavily doped semiconductors (ND > 1019cm�3 orNA > 1019cm�3) theWF level can dip into the conduction or valence band (degenerated semiconductors).Characteristically, under thermal equilibrium (that means e.g. without currents in the semiconductor)the Fermi-edge WF is constant versus the position coordinate throughout the energy-band model (e.g.ddxWF = 0). In this case, there is only one energy level WF for electrons and holes. However, in anunbalanced thermo-dynamic state (e.g. with current ow due to supplied voltages) the Fermi-level issplit-up into a quasi-Fermi-level for electrons WF n, and another one for holes WF p. Normally, bothlevels vary di�erently versus the position coordinate.



3.1. CHARGE CARRIERS IN SEMICONDUCTORS 21It should be mentioned, that the energy equivalent q �V of a supplied voltage V has to meet the conditionq � V =WF n �WF p.More details on how to positWF in the energy-band diagram, and aboutWF n andWF p as well as theirpotential equivalents  n and  p will be given in the following paragraphs.To �nd out locations where space charges and electric �elds dominate the internal electronics in semi-conductors; additionally, we need information on changing the electrostatic (macro) potential against theposition coordinate. Therefore, the energy equivalent of the electrostatic (macro) potential, i.e. the levelof potential energy is also pictured in the band diagram (see Figure 3.2).

Figure 3.2: Energy-band diagram [1], [2]Because the energy di�erence between the energy equivalent of the macro potential We = �q �' > 0 andthe band edges WC and WV is only dependent on the crystal characteristics, the potential We and theband edges remain in parallel throughout the structure as long as the crystal's characteristics (e.g. thesemiconductor material) do not change.Regarding toWe, we are able to make visible two essential energy di�erences, namely, the electron a�nityWEA and the work function WWF (see Figure 3.2).The energy necessary to free an electron from the conduction band edge WC is called electron a�nityWEA. In other words, WEA =We �WC > 0, where We = �q � ' > 0 is the potential energy of a restingand free electron outside of crystals.In particular, for modeling electronic devices in Si technology, we needWEA Si = 4:1 eV andWEA SiO2 =3:25 eV . These energy values are necessary to emit an electron into vacuum and silicon oxide, respectively.The energy di�erence between We (energy equivalent to the macro potential ' ) and WF (Fermi-level)is called work function WWF , which is a material-speci�c parameter.We know, for doped semiconductors WF is dependent on the impurity concentration, and consequentlyWH Si, too. In particular, we should distinguish between WH Si p and WH Si n for p - and n -dopedsemiconductors.



22 MODULE 3. ELECTRONICS OF SEMICONDUCTOR STRUCTURESBased on the energy quantities pictured in the energy band diagram and their relative position to eachother we are able to distill consequences out of the energy-band diagram for metals, semiconductors andinsulators.

Figure 3.3: Energy band diagram: (a) metal, (b) semiconductor, (c) insulator [2]As shown in Figure 3.3(a), metals have no forbidden band, because the valence band overlaps the con-duction band. Consequently, in metals all electrons will contribute to the comparably high conductivity.Contrarily, an insulator (see Figure 3.3(c)), is characterized by a large energy gap. Therefore, a relativelyhigh energy is necessary to lift valence band electrons into the conduction band. That is why the thermalgeneration of carriers is extremely weak and at room temperature pretty unlikely, i.e. no mobile chargesare available within the insulator.The semiconductor (see Figure 3.3(b)) is neither as a good conductor as the metals are, nor an insulator.The particularity exploited for electronic devices is due to its small intrinsic conductivity, which can beprepared goal-oriented by doping.To meet the expectations and to illustrate the explanation given above, the energy-band diagram of a p- and n -doped semiconductor under thermal equilibrium will be presented at �rst (see Figure 3.4).Obviously, the main di�erences between these energy-band diagrams concern the relative position of theFermi-level WF within the forbidden band, and consequently, the work function WWF of the p -and n-type semiconductor.
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Figure 3.4: Energy band diagram of a p - and n -doped semiconductor [1], [2]If we physically implement a p - and n -type semiconductor layer in the same crystal, a so-called pn-junction is formed. To construct its energy-band model we have to bring together the band-diagramsgiven in Figure 3.4(a) and (b), carefully. In doing so we should consider that WF is constant throughoutthe structure. In fact, there are no interface and dipole charges at the stoichiometric junction wherethe conducting type is technologically changed from p -type to n -type or vice verse. That is why theelectrostatic potential within the structure may not exhibit any discontinuities. As mentioned above, theenergy equivalent to the electrostatic potential has to stay in parallel to the band edges. Consequently,careful combining the energy-band diagrams of a p - and n -type semiconductor layer results in energy-band diagram of a pn -junction as shown in Figure 3.5.

Figure 3.5: Energy-band diagram of a pn -junction [1], [2]Without any analytic calculations we can learn from it, that within a small region around the junctionfrom a p - to an n -type semiconductor (xj) the electrostatic potential varies with the x -coordinate.Below (e.g. see paragraph 3.2) we will show, that this fact signalizes an electric �eld due to space chargesin this region. Moreover, caused by this electric �eld an internal (built-in) potential di�erence Vbi occurs,which has to be considered for determining the potential and �eld distribution within the structure cor-rectly.Another important basic structure of semiconductor devices is the MOS-structure shown in Figure 3.6for a p -doped semiconductor.
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Figure 3.6: Energy-band diagram of a MOS-structure under thermal equilibriumIn our example we assume, that the gate is made from aluminum Al .To come up with the energy band diagram of such a MOS-structure we need the band model for the gatemetal (Al) and the p -doped semiconductor. Simply, the metal's energy-band model is given with theFermi-level WF and its work function WWF Al. Separated by a very thin SiO2 layer a p -doped semi-conductor completes the MOS-structure where the semiconductor's band model is well-known already.Once again, we have to make sure that under thermal equilibrium conditions WF is constant throughoutthe complete structure (see Figure 3.6).Due to the di�erence in the work function of Si (WWF Si p) and Al (WWF Al) we get a linear increase ofthe potential (potential energy) within the SiO2 insulator layer. Supposed there are no interface chargeslocated at the interface between the insulator and semiconductor, the electrostatic potential and its slope(the slope corresponds to the electric �eld as discussed in paragraph 3.2), may not exhibit any kind ofdiscontinuities at the interface. Moreover, deep in the semiconductor, i.e. in a su�cient distance from theinterface between oxide and semiconductor, the MOS-structure's energy-band diagram has to agree withthat of a p -doped semiconductor. Therefore, we have to accept the band bending as shown in Figure 3.6.Finally, WEA SiO2 gives the energy di�erence to WC , wherewith the energy-band diagram of the MOSstructure can easily be completed, supposed all relevant rules given above are considered carefully.To sum up what we can learn from this example, we should recognize the following:Already under thermal equilibrium (i.e. without supplied voltages) we can identify a space charge atthe interface between SiO2 and Si. Roughly speaking, this space charge layer (Qs0 with the layer widthds0) is due to complex phenomena of contact electronics and leads to a electric �eld built-in the oxideand also in the semiconductor. Consequently, a drop of potential across the oxide (Vi0) as well as thesemiconductor (Vs0) will occur. The sum of these voltages is the so-called contact potential VK , whichplays an important role to de�ne the correct boundary conditions for a detailed analysis of the potentialand �eld distribution within the MOS structure with power supply.3.1.3 Energy and potential dependency of charge carriersTo calculate the energy distribution of electrons and holes in semiconductors, at �rst, we need the densityDC (W ) and DV (W ) of energy levels W in the conduction and valence band available to be occupiedwith electrons and holes, respectively. Indeed, a quantum-mechanics-based analysis of the semiconduc-tor's band structure results in DC (W ) and DV (W ) with the so-called e�ective density of states in theconduction and valence band NC and NV . These are given by



3.1. CHARGE CARRIERS IN SEMICONDUCTORS 25NC = 2 � �2 � � �mn � k � Th2 � 32 � 1019 cm�3 (3.1)and NV = 2 � �2 � � �mp � k � Th2 � 32 � 1019 cm�3 (3.2)where h is Planck's constant, k is Boltzmann's constant, T stands for the absolute temperature, and mn,mp is the e�ective mass of electrons and holes, respectively.Secondly, we have to consider the Fermi-Dirac-statistics for the occupation of states with electrons andholes. Generally, the occupation probability f (W ) for a state with the energy W by an electron isf (W ) = �1 + eW�WFk�T ��1 (3.3)where WF is the well-known Fermi-level (see paragraph 3.1.2). Consequently, for defect electrons (holes)we have to replace f (W ) by 1� f (W ).Integrating DC (W ) �f (W ) and DV (W ) �(1� f (W )) over the conduction and valance band, respectively,we �nd the energy distribution of electrons (density n0) and holes (concentration p0) under thermal equi-librium conditions. Finally, for non-degenerated semiconductors (n0 < NC and p0 < NV ) we get forelectrons n0 = NC � e�WC�WFk�T ; (3.4)and p0 = NV � e�WF�WVk�T (3.5)for holes. Using Equations (3.4) and (3.5) we �nd the intrinsic density ni from the productn2i = n0 � p0 = NC �NV � e�Wgk�T (3.6)The intrinsic density ni is a typical material parameter with a strong temperature dependency. At roomtemperature, the intrinsic density is ni (300K) = 1:5 � 10�10cm�3 in Si. For more information seeparagraph 3.1.4.For instance, at room temperatures in a p -type semiconductor is p0p � NA >> n0p = n2ip0p . That is whyin a p-type semiconductor the holes (p0p) are called the majority carriers, and consequently, the electronsare the minority carriers. In an n -type semiconductor the electrons (n0n) are the majority carriers andthe holes (p0n) are in the minority.In paragraph 3.1.2 we have already learned that the band edges WC and WA run in parallel to the elec-trostatic potential as long as there are no any discontinuities (e.g. dipole-charges would cause potentialdiscontinuities) occur. Moreover, we should remember that a single Fermi-level WF for electrons andholes makes only sense in thermal equilibrium, i.e. without currents due to supplied voltages. Otherwise,we have to take into account a quasi-Fermi-level WF n for electrons and WF p for holes. Their potentialequivalents are WF n = �q �  n and WF p = �q �  p. Therewith and under consideration of Equation(3.6) we �nd the potential representation of the carrier density:n = ni � e'� nVT (3.7)



26 MODULE 3. ELECTRONICS OF SEMICONDUCTOR STRUCTURESand p = ni � e p�'VT : (3.8)where VT is the so-called thermal voltage. It follows fromVT = k�Tq VT (300K) � 25:9 mV (3.9)As we will see below, the Equation (3.7) and (3.8) play an essential role for modeling the internal elec-tronics of semiconductor devices.3.1.4 Temperature dependency of the charge carrier densityTypically, semiconductors are strongly dependent on the temperature T . Apart from the electrostaticpotential ', all other quantities of the carrier densities n and p (see Equation (3.7) and(3.8)) are moreor less strongly dependent on T . In particular the intrinsic density has an exponential temperature de-pendency ni (T ) =pNC (T ) �NV (T ) � e�Wg(T )2�k�T : (3.10)As measured by the exponential increasing of ni with heating, the temperature inuence on the energygap (forbidden band) Wg (T ) as well as on the e�ective density of states in the conduction and valenceband NC (T ) / T 3=2 and NV (T ) / T 3=2 is comparably weak (see Equations (3.1) and (3.2)). To come toacceptable results for our modeling purposes, we should discuss the temperature dependence of electronsand holes in an n -doped semiconductor under thermal equilibrium as given in Figure 3.7.

Figure 3.7: Temperature dependency of carriers in an n -doped semiconductor [2]At very low temperatures the electron concentration n0n is pretty small, however, it increases exponen-tially with rising temperatures. In this low temperature range (e.g. T < 100 K ) a lot of donors has not



3.1. CHARGE CARRIERS IN SEMICONDUCTORS 27been ionized yet, i.e. p0n << n0n < ND (see Figure 3.8).

Figure 3.8: Temperature dependency of ionization [2]At room temperatures the ionization process is completed, and we have p0n << n0n � ND . For elec-tronic application, just this temperature range is of greatest interest.At high temperatures (e.g. T > 350 K) the thermal generation of carrier pairs will dominate, and thesemiconductor is increasingly losing its typical di�erence between minority and majority carriers.3.1.5 RecombinationIf the semiconductor is supplied with "external\ energy (e.g. by heating) or it may absorb photons withan energy h � f > Wg (f : photon's frequency) and an appropriate impulse, valence band electrons will belifted into the conduction band. Thus, pairs of electrons and holes will be generated and characterized bythe rate G. This rate G describes the number of generated electron-hole pairs per unit time and volume.As generation processes play an important role in advanced electronic devices (laser, light emitting diodes(LED)), the opposite process to generation, called recombination appears in all semiconductor-based de-vices more or less.The recombination rate R gives the number of electron-hole pairs recombined (disappeared) per unittime and volume. Both mechanisms the generation and the recombination are schematically illustratedin Figure 3.9.
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Figure 3.9: Generation and recombination in semiconductors [2]Principally, there is a wide-variety of recombination mechanisms. However, at the moment we are onlyinterested in the so-called indirect recombination performed via energy states within the band gap. Un-der steady state conditions electrons and holes are trapped at the same rate by such energy states (traps).If anywhere in the semiconductor the carrier densities di�er from their concentration under thermal equi-librium (�n = n�n0 and �p = p�p0), and moreover, these derivations are su�ciently small (�n << n0and �p << p0) we obtain R = �n�n = �p�p (3.11)for the recombination rate where �n and �p are the averaged electron and hole lifetime until to theirrecombination. The lifetime is a very complex parameter a�ected by the semiconductor material, thedoping, the temperature and last but not least from the carrier concentration. For estimation purposeswe use �n � 10�9s and �p � 10�7s.Self-Assessment QuestionsQuestion 3.1.1:What type of impurities has to be used to make an n-type semiconductor, donors or acceptors?Question 3.1.2:What energy levels are necessarily needed to pivture an energy-band diagram of a p-type semiconductorunder thermal equilibrium conditions?Question 3.1.3:What is the meaning of the quantities n, ni, ',  n and VT of n = ni � e'� nVT ?Question 3.1.4:What kind of termerature dependency is essential for the intrinsic density ni?3.2 Electric �eld and space charges in semiconductorsBasically, the operation principles of most electronic devices are mainly based on mobile and �xed chargesas well as currents due to moved charge carries. To move mobile carriers in semiconductors, basically, tworeasons have to be considered, the electric �eld and the di�usion, respectively. Generally, the electric andmagnetic �elds have also to be taken into account if we intend to model electronic device's functionality



3.2. ELECTRIC FIELD AND SPACE CHARGES IN SEMICONDUCTORS 29on phenomenological basics. Therefore, the modeling process needs considering Maxwell's equations.Application-driven, we are particularly interested in solving modeling problems where the time rate ofchanging the magnetic �eld is not too high. That means we may assume that the electric �eld ~E doesnot have curls caused by fast varying the magnetic �eld with the time, i.e.curl ~E = ~0: (3.12)In this time regime the vector ~E can be derived from an electrostatic potential �eld ' (~r) by the spacederivation with respect to the position vector ~r =~i � x+~j � y + ~k � z:~E = �grad ' = ��~i � @@x'+~j � @@x'+ ~k � @@z'� : (3.13)~i, ~j and ~k are the unit vectors to the space coordinates of a Cartesian coordinate system.Supposed the electric �eld ~E is curl-free, generally, it originates from and terminates on charges. There-fore, charges are said to be the sources of the electrostatic �elds. For instance, it can be due to spacecharges and also charges on interface with material discontinuities as well as on electrodes. So, an electric�eld is built-up between electrodes supplied with di�erent potentials. In this case, ~E originates from pos-itive surface charges on the electrode connected to the positive pole of the power supply and terminateson the negative surface charges on the electrode connected to the negative pole. To detect the sources ofelectric �elds in a space, Maxwell's system prescribes the vector operation divergence:div ~D = @@x � ~D �~i�+ @@x �~D �~j�+ @@z �~D � ~k� = � (3.14)where ~D denotes the vector of electric displacement and � is the space charge density.Equation (3.14) is the di�erential form of Gauss' lowI(A) ~D � d ~A = Z(V ) div ~D�dV = Z(V ) � � dV: (3.15)Basically, the vector element d ~A of the closed surface A with the interior volume V is directed outwards.The vectors ~E and ~D are not independent from each other, in fact, it yields~D = " � ~E = "0 � "r � ~E: (3.16)where " is the material's permittivity with the absolute dielectric constant "0 = 8:86� 10�12As=Vm ofthe empty space and the relative dielectric constant "r typical for the material's dielectric characteristic.For Si we use the permittivity constant "H = 10�12As=V cm, whereas the dielectric constant for siliconoxide (SiO2) is given by "ox = 3� 10�13As=V cm.Generally, " is a tensor, but in most applications we use the material's permittivity as scalar parameter.Inserting Equation (3.16) with Equation (3.13) in Equation (3.14) we obtaindiv ~D = �" � div (grad ') = �" �� @2@x2'+ @2@y2'+ @2@z2'� = � (3.17)and �nally, from Equation (3.17) Poisson's equation in its well-known fashion:�' = @2@x2'+ @2@y2'+ @2@z2' = ��" : (3.18)To be solved application-speci�cally, this second order partial di�erential equation needs boundary condi-tions, i.e. so-called boundary problems have to be de�ned. Depending on the kind of boundary conditions



30 MODULE 3. ELECTRONICS OF SEMICONDUCTOR STRUCTURESto be met, basically, we distinguish between three basic boundary problems. To tackle these tasks is themain goal of the potential theory in mathematics. Actually, most of our modeling approaches demandsolutions of the Dirichlet's problems where the potential on the boundary has to be speci�ed before solv-ing the Poisson's equation. Basically, the Dirichlet's problem can formally be solved by Green's function,which is typical for the geometry of the �eld space surrounded with boundaries provided with speci�edpotentials.Unfortunately, this approach does not meet our modeling demands su�ciently because the Green's func-tion is unknown for most practical applications, and typically, the boundary problems for dedicatedmodeling problems in electronics require additional assumptions. In particular, there is a remarkabledi�erence to electrostatics where the space charges and boundary potentials are speci�ed and �xed be-fore solving Poisson's equation. In our modeling tasks, often, we have to involve the strong interactionbetween charges and electric �eld. Because of charge neutrality, usually, no space charges appear be-fore applying the electric �eld. Imposing an electric �eld on a semiconductor, space charges are comingout, and will interact with this �eld. For instance, this kind of modeling problems has to be solved fordetermining the width of the space charge layer of a pn -junction (e.g. see paragraph 4). Moreover,if mobile charges ought to be included in the modeling procedure, in many cases we have to considertheir exponential dependency in terms of the potential ' to be determined. In such cases the problemsbecome even nonlinear, and we have to �nd out physically-founded additional conditions to make theseproblems analytically solvable. Anyway, the calculation of electronic �elds in semiconductor structures isreally more complex than in the classic electrostatics. Below, we will demonstrate our approach on howto calculate the �eld and potential distribution in a pn -junction and a MOS structure, respectively.Self-Assessment QuestionQuestion 3.2:What is the Poisson's di�erential equation needed for?3.3 Charge carrier transport in semiconductors3.3.0 SummaryBasically, the currents in semiconductors are composed of two components, namely, the convection cur-rent resulting from moved carriers, and the displacement current due to the time-variable changing thedisplacement vector �eld ~D. Apart from the dynamics of the mobile carrier's assembling and rebuildingprocesses at very high frequencies (RF-range), mostly the entire device electronics can be analyzed underneglecting the displacement current. Indeed, holes and electrons can contribute to the current in semi-conductors. Each of these carriers may be moved by an electric �eld and/or by di�usion due to a densitygradient of the carriers. That is why we have to consider two transport equations (holes and electrons),and each with both current components, the �eld drift part and the di�usion component.The electric �eld interacts with all charges in the semiconductor. Therefore, we have to take into accountas space charges as the charge carriers. That makes the analysis non-linear and highly complex.Based on Maxwell's equations only the total current density must be sources free. Consequently, thisconstrain has not to be applied to the electron and hole current. Therefore, for these carrier currents wemay accept sources (carrier generation) and sinks (carrier recombination), if the carrier generation andrecombination processes take place in pairs. This approach leads to two continuity equations (one forholes and one for electrons) which make sure the Maxwell's requirements.The following paragraph is aimed at a phenomenological description of the carrier transport in semicon-ductors included interactions between carrier density and the electric �eld and electrostatic potential,respectively.



3.3. CHARGE CARRIER TRANSPORT IN SEMICONDUCTORS 313.3.1 Field drift and di�usion currentsThe carrier (or convection) current density ~S in semiconductors arises from mobile space charges of holeswith the concentration �p = q � p and electrons with the density �n = �q �n moved with the velocities ~vPand ~vN , respectively. The density vector ~S is given by~S = ~Sp + ~Sn = �p � ~vP + �n � ~vN : (3.19)Generally, drift �elds and/or di�usion processes are the reason for carrier moving velocities. Whereasthe drift components (carrier velocity ~vp or ~vn ) come from an electric drift �eld ~E, the di�usion parts(carrier velocities ~vp D and ~vn D) originate from carrier density gradients (grad p and grad n).For our modeling approaches we are especially interested in carrier drift due to relatively weak electric�elds. At low electric �elds the drift velocities ~vp and ~vn are proportional to the �eld ~E :~vp = �p � ~E (3.20)and ~vn = ��n � ~E: (3.21)The mobility �n for electrons and �p of holes is dependent on the temperature T and the total impurityconcentration as shown in Figure 3.10, 3.11 and Figure 3.12.

Figure 3.10: �n 's temperature dependency in Si [2]
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Figure 3.11: �p 's temperature dependency in Si [2]

Figure 3.12: �n and �p in dependency on the total impurity concentration [5]Because of the scattering mechanisms, the carrier mobilities decrease also at high electric �elds. There-fore, the drift velocity of electrons and holes saturates, and the simple mobility models given by Equation(3.20) and Equation (3.21) need qualifying.The second velocity components ~vp D and ~vn D are due to di�usion, and are given by~vpD = �Dp � grad pp = �Dp � grad ln pni (3.22)and ~vnD = �Dn � grad nn = �Dn � grad ln nni (3.23)Dp and Dn are the di�usion coe�cient for holes and electrons, respectively. For medium-doped siliconwe have Dp � 10 cm2=s and Dn � 40 cm2=s.Using Equations (3.19) to (3.23) we obtain the transport equation for holes ~Sp and electrons ~Sn:~Sp = �p � ~vP = �p � (~vp + ~vpD ) = q � ��p � p � ~E �Dp � grad p� (3.24)



3.3. CHARGE CARRIER TRANSPORT IN SEMICONDUCTORS 33and ~Sn = �n � ~vN = �n � (~vn + ~vnD ) = q � ��n � n � ~E +Dn � grad n� (3.25)If the density of mobile carriers is very high (e.g. in metallic conductors) only a relatively small electric�eld is needed to transport any demanded current. In such cases, the di�usion contributions to the totalconvection current can be neglected, and we �nd from Equation (3.24) and Equation (3.25)~S = ~Sp + ~Sn = �p � ~vp + �n � ~vn = q � (�n � n+ �p � p) � ~E = � � ~E (3.26)where � is the conductor's conductivity given by� = q � (�n � n+ �p � p) : (3.27)Supposed the carrier densities and their mobilities are independent on the electric �eld, the right part ofEquation (3.26) can be interpreted as "Ohm's law\ for semiconductors whose conductivity is majoritycarrier controlled.In general, the carrier mobility and the di�usion coe�cient for holes and electrons are not independentfrom each other. In fact, the Einstein's relation yieldsDp�p = Dn�n = VT = k � Tq (3.28)where VT is the thermal voltage well-known from Equation (3.9).Using Equation (3.28) and ~E = �grad ' (see Equation (3.13)) the drift and di�usion part of the holeand electron current density can be combined in a single equation for each. Let us take the hole currentas an example. We �nd~Sp = �q � �p � p � grad�'+ VT � ln pni� = �q � �p � p � grad  p (3.29)In an analog way we determine for the electron current density~Sn = �q � �n � n � grad�'� VT � ln nni� = �q � �n � n � grad  n (3.30)where  p = '+ VT � ln pni (3.31)and  n = '� VT � ln nni (3.32)is the quasi-Fermi potential for holes and electrons, respectively.Basically, from Equation (3.29) and Equation (3.30) we learn that current ow compels the variation ofthe quasi-Fermi potentials along the local coordinates. Without any current is p =  n = 	F (3.33)where 	F is the potential equivalent of the Fermi-level.From Equation (3.31) and Equation (3.32) we extract the hole and electron concentration in a semicon-ductor with an electric �eld and a carrier density gradient inside. We obtain the Equations (3.7) and (3.8)



34 MODULE 3. ELECTRONICS OF SEMICONDUCTOR STRUCTURESThe carrier's dependency on the electrostatic potential ' as well as the quasi-Fermi potential  p;  n isextremely helpful in analyzing the �eld and potential distribution in semiconductor structures by Pois-son's equation.3.3.2 Carrier ow and the continuity equationsFrom Maxwell's theory we know, the total current (density ~St) is composed of a convection current part(density~S) and the displacement current (density~SD)~St = ~S + ~SD: (3.34)Whereas ~S describes the charge transport by moved carriers (electron and holes), the displacement currentis due to the time-variable changing the displacement vector @@t ~D. Based on Maxwell's equations, the totalcurrent ~St has to be free of sources. Using the divergence operator div () and considering the Equations(3.19) and (3.14) as well as the space charges for holes �p = q �p and electrons �n = �q �n, formally, we getdiv ~St = div ~S + div ~SD = div �~Sp + ~Sn�+ @@t (�p + �n) = 0: (3.35)Principally, in semiconductors we have to take generation and recombination processes into account. Asmentioned in paragraph 3.1.5, these mechanisms are executed pair-wise. From the phenomenologicalpoint of view, these processes will have an inuence on the electron and hole current, however, they maynot break Maxwell's equation on the continuity of ~St , i.e. div ~St = 0. Therewith, we can derive fromEquation (3.35) the so-called continuity equations for the electron and hole current. Finally, we achievediv ~Sn = �q � (G�R) + q @@tn (3.36)for the electron current, and div ~Sp = q � (G�R)� q � @@tp: (3.37)for the hole current where G and R stand for the generation and recombination rate.With appropriate models for generation and recombination (e.g. see Equation(3.11)), and using thetransport equations (see Equations (3.24) and (3.25)) as well as the �eld distribution (e.g. derived fromthe solution of Poisson's equation), the continuity equations (3.36) and (3.37) describe the dynamics(assembly and rebuilding) of the carrier distributions in semiconductors. We will use them to model theinternal electronics, in particular the minority carrier distribution within bipolar devices.Self-Assessment QuestionsQ 3.3.1:Which phenomena makes the electrons and holes move within a semivonductor?Q 3.3.2:Which components of carrier currents have to be considered in semiconductors?
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36 MODULE 4. PN-JUNCTION AND DIODES4.1 Basics of the operation principle4.1.0 SummaryThe key to understand the internal electronics of pn -junctions and diodes is to be acquainted with the�eld and potential distribution within these structures. Generally, this problem will be tackled by solvinga boundary problem to Poisson's equation (see paragraph 3.2). For our purpose we may simplify thistask by
� Taking into account only the ionized impurities within a depletion layer at the stoichiometric pn-junction.
� One dimensional (1D-)analysis regarding the position coordinates.

Additionally, we will show the main di�erence to a similar boundary problem of electrostatics.Finally, we will deal with approaches aimed at calculating the space charge and minority carrier chargesand the corresponding capacities controlled by the supplied voltage.
4.1.1 Field and potential distribution in diodesThe basic technological concept behind setting up pn -junctions is to di�use or implant impurities ofacceptor- or donor-type into an n - or p -type pre-doped semiconductor, respectively. Figure 4.1 showsa pn -junction made by di�usion of acceptors from the surface (acceptor's surface concentration NA0 �1018cm�3) into the n -type semiconductor pre-doped with donor concentration ND � 1016cm�3.
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Figure 4.1: pn -junction: (a) structure, (b) impurity pro�le, (c) energy-band diagram [2]

So we get a p - and n -type region in the same crystal. The stoichiometric junction is obtained at xj wherethe acceptor and donor impurity concentration are equal (see Figure 4.1). Near this junction from p - to n-type (or vice versa) enormous carrier densities gradients occur. For instance, in a p -type semiconductorthe holes are the majority carriers, and consequently, the electrons are the minorities there. Logically, inan n -type semiconductor the opposite is true. That is why enormous di�erences in carrier concentrationhave to be balanced within the depletion layer by di�usion. Figure 4.2 illustrates these di�erences ofcarrier concentrations.
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Figure 4.2: Distribution of carrier concentration across a pn -junction (schematically) and the energy-band diagram [1]Simultaneously with carrier di�usion across the pn -junction, the ionized impurities (�xed in the crystallattice) form a space charge layer at the junction. As discussed in paragraph 3.2, this space charge is thereason for the electric �elds, which gives the necessary balance to the carrier di�usion. A balanced stateis achieved, if the di�usion currents and the drift currents due to the electric �eld are equal.Remember, as we depicted the energy-band diagram of a pn -junction in paragraph 3.1.2 (compare Figure3.5 with Figure 4.1 and Figure 4.2), we have clearly detected that a space charge layer with an appropriateelectric �eld has to build up at the pn -junction.Now, we are going to analyze the �eld and potential distribution based on the so-called impurity approachby integrating Poisson's equation.The starting point of our analysis is the space charge distribution within a space charge layer in �xp �x � xn with the width ds = xn + xp as shown in Figure 4.3.The space charge in this layer is modeled by considering ionized acceptors (�q �NA) and donors (q �ND),only. The neglecting of mobile carries in the total space charge is called impurity approach. Therefore,the space charge � is � = q �8<: �NA �xp � x � �0ND +0 � x � xn (4.1)The p - and n -regions between the contacts at xcp = �dp and xcn = dn, and outside of the space chargelayer are electrically neutral, i.e. � = 0 .Basically, the �eld and potential distribution can be derived by the twofold integration of a 1D-Poisson'sequation with the space charge de�ned in Equation (4.1)ddxE (�xp � x � xn) = � d2dx2' (�xp � x � xn) = �"H (4.2)"H is the permittivity of the semiconductor, e.g. "H = 10�12As=V cm for silicon.
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Figure 4.3: pn -junction: (a) cross section, (b) total impurity (NA � ND ) and carrier density (p; n )distribution, (c) space charge distribution, (d) electric �eld, (e) potential distribution [2]However, we are only interested in a solution adapted to the boundary conditions ' (�xp) and ' (xn).Actually, what we know are the potentials supplied to the contacts ' �xcp = �dp� and ' (xcn = dn) .However, these potentials do not agree with ' (�xp) and ' (xn) demanded as boundary conditions forEquation(4.2). As mentioned before, we are free to de�ne the reference potential (' = 0 ). For instance,we will �x it at the left-hand side xp of the space charge layer. So we receive the �rst boundary condition' (�xp) = 0: (4.3)If we intend to supply a positive voltage V = ' (�dp) � ' (dn) � 0 to the contacts of the diode (pn-junction structure), we have to provide ' (dn) = �V at the cathode contact (xcn = dn ). To determinethe second boundary condition ' (xn) we have to consider the following facts and insights learned in theenergy-band discussion before (e.g. see 3.1.2):First of all, we have to make sure the space charge neutrality in the neutral p - and n -type regionsincluded the electrodes. There we de�ne p (�dp) � NA and n (dn) � ND.Secondly, we should consider carefully the quasi-Fermi potentials which play an essential role, when asemiconductor is supplied with voltages where currents can ow. In such cases, the semiconductor struc-ture does not hold the thermal equilibrium conditions anymore.Particularly, the quasi-Fermi potentials  p and  n are assumed to be constant within the neutral p - andn -regions. This fact can be accepted because the current is transported by the majority carriers only.Consequently, only a negligible gradient of  p and  n is necessary to form any current as demanded (seeEquations (3.29) and (3.30)).



40 MODULE 4. PN-JUNCTION AND DIODESTo determine the second boundary condition for solving the Poisson's equation (4.2), we should rememberthat a supplied voltage gives a di�erence in the quasi-Fermi potentials.In paragraph 3.1.2 we already stated q � V = WFn �WFp . Using the equivalence between energy andpotential, we achieve  p �  n = V > 0: (4.4)Now, we are able to construct the missing boundary condition from Equation (3.31) and Equation(3.32).Finally, we obtain the second boundary condition' (xn) = VT � ln ND �NAn2i � ( p �  n) = Vbi � V (4.5)where Vbi is the so-called built-in potential (voltage) de�ned byVbi = VT � ln ND �NAn2i : (4.6)Vbi represents the internal drop of potential across the space charge layer at the pn -junction (see Fig-ure 4.2). Please note, it is not dependent on supplied voltages, however, Vbi is given with the dopingconcentrations and the intrinsic density ni. We should mention that Vbi cannot be measured, becausethe contact potentials at the electrodes compensate the built-in potential Vbi, exactly. Otherwise, a pn-junction would supply energy due to Vbi. The built-in potential plays a similar role as the contact voltageVK (see paragraph 3.1.2) of a MOS-structure.The Poisson's equation (4.2) complemented with the two boundary conditions (see Equations (3.16) with(3.17)) de�nes a boundary value tasks, which can only be solved if the space charge layer was �xed.Unfortunately, that is not applicable in this case, because the width ds = xn + xp of the space chargelayer is modulated by the applied voltage V . That is why we have to determine how xp and xn dependon V . For that purpose, we need two additional conditions.Appropriate to the dedicated space charge in the semiconductor (see Equation (4.1) and � = 0 elsewhere)we may de�ne that an electric �eld E (�dp � x � dn) �~i 6= ~0 exists only within the space charge layer�xp < x < xn, and consequently, the rest of the semiconductor is �eld-free:E (�dp � x � �xp) = E (xn � x � dn) = 0: (4.7)Therewith, we have the two additional conditions to �x the position of the space charge layer's bordersxp and xn in dependence on V .At the stoichiometric junction at x = 0 where the space charge abruptly jumps from a negative to positivevalue, there are neither surface charges nor dipole charges. So, we have to take care for the consistency ofthe �eld and potential distribution. Now, the de�ned boundary value problem can be solved elementarily.Here are the outcomes (see Figure 4.3):E (x) = � q"H �8>>>><>>>>: NA � (x+ xp) �xp � x � 0ND � (xn � x) 0 < x � xn:0 elsewhere (4.8)Within the space charge layer the electric �eld is linearly changing with xas shown in Figure 4.3. Thespace charge layer's borders are given byxp =s 2 � "H �NDq �NA � (ND +NA) � (Vbi � V ) (4.9)



4.1. BASICS OF THE OPERATION PRINCIPLE 41and xn =s 2 � "H �NAq �ND � (ND +NA) � (Vbi � V ): (4.10)Consequently, the total width of the space charge ds = xn+xp is also dependent on the supplied voltage.Finally, we achieve the space charge layer modulation fromds (V ) =s2 � "H � (ND +NA)q �NA �ND � (Vbi � V ): (4.11)The potential distribution has a quadratic dependency on the x -coordinate. We �nd' (�dn � x � dp � 0) = q2 � "H �8>>>>>>>><>>>>>>>>:
0 �dn � x < �xpNA � (x+ xp)2 �xp � x � 0 :�ND � (xn � x)2 + (Vbi � V ) 0 < x � xnVbi � V xn < x � dp � 0 (4.12)also pictured in Figure 4.3.We should note, that a voltage V > 0 is a so-called forward bias, whereas voltages V < 0 are reveresvoltages.The reverse biasing enlarges the space charge stored within the space charge layer because ds = xn + xpincreases. This phenomenon is essential for the reverse behavior of diodes and pn -junctions. Basically, itis characterized by extremely small reverse currents and the so-called space charge layer capacity, whichdominates the dynamics.Contrarily, forward voltages decrease the drop of potential Vbi�V across the space charge at the junction.That is why remarkable forward currents (I=V -characteristic) can ow through the pn -junction. Thus,a minority carrier charge is stored within the neutral p - and n -regions e�ecting the device's dynamicsdue to the so-called di�usion capacity. Both phenomena will be discussed in detail next.
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Figure 4.4: (a) space charge, (b) electric �eld, (c) potential distribution at the pn -junction for reverseand forward bias [2]Self-Assessment QuestionQuestion 4.1:What quantities determine the widths of the space charge layer near the stochiometric pn-junction?4.2 Space charge capacitanceFrom the basics in electronics we know, that capacitive e�ects are caused by charges on electrodes dueto supplied voltages. Characteristically, there is a displacement vector �eld ~D = " � ~E where the ~D -�eldlines have their sources in the positive surface charge on the positively biased electrode. On the otherhand, they will end in the negative surface charge on another electrode. This is a simple �eld model todetermine the capacity of structures with metallic electrodes embedded within a constant dielectric (" ).In this case we have to calculate the charge Q > 0 on the positive electrode which linearly depends on thesupplied voltage V . Then, the capacity C is the proportionality factor between Q and V . Thus, we de�neC = QV : (4.13)This linear and static charge model cannot be applied one-to-one to the space charge layer. The



4.2. SPACE CHARGE CAPACITANCE 43space charge layer of a pn -junction consists of two separated regions with negative space charge (e.g.in�xp � x � 0) and positive space charge (e.g. in0 < x � xn), respectively. With xn from Equation(4.10), for instance, we get the positive space charge per unit area Q00s byQ00s = q �ND � xn (V ) =r2 � q � "H � ND �NAND +NA � (Vbi � V ): (4.14)As shown, the space charge Q00s > 0 stored in 0 < x � xn is non-linearly dependent on the suppliedvoltage. That is why we have to replace the simple capacity de�nition given in Equation (4.13) by thede�nition of so-called dynamic capacities Cd = ddV Q (V ) > 0: (4.15)In our case an increasing dQ00s > 0 of the space charge Q00s > 0 is due to a decreasing �dV of the suppliedvoltage V . So, we get the (positive) space charge layer capacity per unit area C 00s fromC 00s = � ddV Q00s (V ) =r q � "H2 � Vbi � ND �NAND +NA � �1� VVbi�� 12 > 0: (4.16)De�ning a technology-speci�c constant C 00s0C 00s0 =r q � "H2 � Vbi � ND �NAND +NA (4.17)we obtain the space charge layer capacity C 00s in a fashion typically for network modelsC 00s = C 00s0 � �1� VVbi�� 12 > 0: (4.18)In the strict sense, this model of the space charge layer capacity is valid for planar pn -junctions withabrupt doping pro�les only. For more complex pro�les (e.g. linear graduated pro�le (see Figure 4.1)obtained by di�usion and implantation) and geometries C 00s has to be calculated by solving the Poisson'sequation numerically.Although the exponent and the technology constant of Equation (4.18) have to be adapted to the dedi-cated process technology, principally, a space charge layer capacity C 00s may be modeled byC 00s = C 00s0 � �1� VVbi��� > 0 with � 13 < � < 12 (4.19)Figure 4.5 pictures the voltage dependency of the space charge capacity according to Equation(4.19).
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Figure 4.5: Space charge layer capacity C 00s =C 00s0 in dependency of the reverse voltage �V=Vbi
Self-Assessment QuestionQuestion 4.2:What makes the essential di�erences between the space charge layer capacity and the capacity of a platecapacitor (electrostatics)?
4.3 I/V-characteristicTo calculate the I/V-characteristic, actually, we need an answer on the question what minority carriersinjection means. Then, we can �nd the minority carrier "storage charge\ within the neutral p - andn -side as well as the minority carrier injection currents into these regions. These storage charges andinjection currents together with the current contribution due to the recombination in the depletion layerare the essential inputs to determine the dynamic e�ects and the I/V-characteristic of pn -junctions anddiodes.In module 3.3 we have learned, that the total carrier current I = Ip + In in semiconductors is composedof a hole current Ip (x) as well as an electron current In (x). Each of them has a drift and a di�usionpart. If we assume steady state conditions, no displacement currents have to be considered. That is whythe total carrier current I may not vary along the position coordinate x throughout the pn -structure,whereas the hole and the electron currents (Ip andIn) are not subject to this constrain. As discussedin paragraph 3.3.2, they are inuenced by carrier generation and recombination processes in the struc-ture. This fact is used to come up with a simple current balance, set up at the space charge layer as follows:As discussed in paragraph 4.1, the carriers reverse their role as majority and minority carriers withinthe space charge layer. Consequently, a similar hole and electron current distribution has to appear (seeFigure 4.6).
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Figure 4.6: (a) Energy-band diagram and carrier distribution; (b) hole and electron current distributionin a pn -semiconductor structure for forward bias [1]With approaching to the pn -junction, and particularly in the space charge layer, a recombination-basedtransfer from a hole to an electron current and vice versa takes place as shown in Figure 4.6.The basic idea behind the development of the (stationary) I=V -characteristic is the continuity of thetotal carrier current I = Ip (x)+In (x) = const: From Figure 4.6 we can take the current balance equationI = Ip (�xp) + In (�xp) : (4.20)Using the one-dimensional continuity equation for the hole current (see Equation(3.37)) under steadystate conditions ddxIp = �q � A �R, and with help of Gauss' law, we �ndIp (�xp)� Ip (xn) = q �A � xnZ�xp R � dx = Irg (4.21)where A is the pn -junction's boundary area that the current perpendicularly ows through (Ip = ~Sp � ~A =Sp �A). With Equation (4.21) the Equation (4.20) becomesI = Irg + Ip (xn) + In (�xp) : (4.22)Irg is the recombination current within the space charge layerIrg = q �A � xnZ�xp R � dx: (4.23)Based on the Equation (4.22) the development of the pn -junction's (or diodes) I=V -characteristic is ledback to a hole and an electron minority carrier injection (Ip (xn) andIn (�xp)) into the n - and p -typeregions as well as the recombination current Irg in the space charge layer. Actually, the detailed analysisof these three current contributions is not trivial, and therefore, it should not be performed here in detail.



46 MODULE 4. PN-JUNCTION AND DIODESIn fact, we will focus our thoughts on the basic ideas behind, and moreover, on discussing the outcomesof such analysis.The recombination current Irg has to be calculated based on the pretty complex Shockley-Read recom-bination model R = R (n (';  n) ; p (';  p)). Without proof, we getIrg = q �A � ni�s � ds (V ) � e� V2�VT1 + e� V2�VT � �e VVT � 1� (4.24)where �s � 1ns is a carrier life time in the space charge layer, and ds is the total width of the space chargelayer (e.g. see Equation (4.11)). For small forward bias (V � 0:5 V ), Irg becomes negligibly small. Forreveres voltages (V < 0 , i.e. negative bias) Equation (4.24) simply deliversIrg = �q � A � ni�s � ds (V < 0) = IR < 0: (4.25)The increasing of Irg is due to the space charge layer extension by reverse biasing.Basically, the minority carrier injection currents Ip (xn)and In (�xp) can be derived from the minoritycarrier distribution in the neutral p -type and n -type region. Obviously, from the methodical point ofview, these currents can be calculated in the same way.For steady state conditions, the necessary minority carrier distributions are solutions of di�erential equa-tions. Taking into account recombination, we may develop them from the continuity equations (3.36)and (3.37) with the transport equations (3.24) and (3.25). If the recombination can be neglected, weonly need the transport equations (see (3.24)(3.25)). In particular, the latter approach is convenient ifcomplex impurity pro�les have to be considered and the recombination is really negligible, e.g. in latesttechnologies.Actually, we are only interested in solutions adapted to realistic boundary conditions. The most impor-tant boundary condition concerns the so-called minority carrier injection at �xp and xn of the spacecharge layer. Minority carrier injection only means that at �xp and xn an increased minority carrier con-centration occurs, not more. This up-rating of minority carriers is due to the forward bias. Its quantityis given by the Boltzmann's boundary conditionsp (xn) = p0n � e VVT and n (�xp) = n0p � e VVT (4.26)as illustrated in Figure 4.7. The minority densities n0p and p0n have to be taken at �xp and xn. This isimportant, if inhomogeneous impurity concentrations should be considered.
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Figure 4.7: (a) Currents and (b) minority carrier distributions at a pn -junction [2]Another important boundary condition concerns the minority concentrations at the contacts (electrodes).There, we may suppose an extremely high recombination velocity. Thus, we use the thermal equilibriumcondition (p0p � n0p)x=�dp = (p0n � n0n)x=dn = n2i : (4.27)Therewith, the essential ideas on how to determine the injection currents are mentioned.Looking at latest technologies, actually, the minority carrier density model without recombination, butwith complex impurity pro�les meets the reality better than other models. Therefore, we will prefer thisapproach for our modeling purposes. The calculation of the minority injection currents result inIn (�xp) = q �A �Dn � n2iZA � �e VVT � 1� and Ip (xn) = q �A �Dp � n2iZD � �e VVT � 1�(4.28)where ZA and ZD describe the number of acceptors and donors per unit area in the neutral p and n-region given by



48 MODULE 4. PN-JUNCTION AND DIODESZA = �xpR�dn NA (x) � dx and ZD = dnRxn ND (x) � dx: (4.29)Finally, we obtain the demanded I=V -characteristic from the current balance (4.22) under considerationof the recombination current in the space charge layer (4.24) and the minority injection currents (4.28)with(4.29): I = q � A � n2i � DnZA + DpZD + dsni � �s � e� V2�VT1 + e� V2�VT ! � �e VVT � 1� (4.30)This I=V -characteristic is depicted in Figure 4.8.

Figure 4.8: I=V -characteristic of a pn -junction (diode) [2]Generally, the I=V -characteristic of a pn -junction can be given in the well-known formI = IS � �e Vm�VT � 1� with 1 � m � 2 (4.31)In Equation (4.31) the parameter IS (V ) stands for the saturation current which is dependent on V .Therefore, we may qualify I and IS correspondingly. In particular, for devices based on Si -technologywe get:
I = q � A � n2i �8>>>>>>>>><>>>>>>>>>:

� ds�s�ni V � �0:5 V�DnZA + DpZD + dsni��s � e� V2�VT1+e� V2�VT � � �e VVT � 1� �0:5 V < V � 0:5 V�DnZA + DpZD � � e VVT V > 0:5 V : (4.32)
Equation (4.32) needs completing for large negative (V � �VBR) and higher voltages (e.g. V > 1:5 VFO).The I=V -characteristic for these voltage ranges is pictured in Figure 4.8, too. Indeed, large reverse volt-ages lead to breakdown and avalanche as well as punch-through e�ects resulting in an extremely rampant



4.4. DYNAMICS OF PN -JUNCTION (DIODE) 49current. On the other hand, higher positive voltages make high-injection e�ects, e.g. conductivitymodulation, space charge limited currents, which have to be modeled with m = 2 in the exponent inEquation(4.31).In particular, to model digital circuits, the I=V -characteristic of diodes is simpli�ed as a switch that is"on\ for V � VFO and "o�\ for V < VFO . For Si diodes the forward oating potential VFO where thecurrent is 10 % of its maximum is VFO � 0:7 V .Self-Assessment QuestionsQuestion 4.3.1:What current components have to be considered to calculate the I=V -characteristic of an pn-junction?Question 4.3.2:What stands the oating potential VFO for?4.4 Dynamics of pn -junction (diode)The dynamic behavior of pn -junctions and diodes, especially, their dynamic reactions to high frequency(RF) signals or switch-on and switch-o� "events\ are mainly dominated by charge rebuilding processeswithin the device. For reverse biases, particularly, the charging and discharging of the space charge layercapacitance govern the dynamics. On the other hand, for forward voltages the rebuilding of minority car-rier charges "stored\ within the neutral p - and n -type regions outside the space charge layer is essential.In accordance with these facts we may describe such dynamic e�ects with appropriate capacitances.Remember, the space charge layer capacitance has been discussed in paragraph 4.2 already. Now, we aregoing to deal with the so-called di�usion capacity which is important for forward voltages.The basic idea behind this capacity rests on the minority carrier's transit (travel) time through the neu-tral p - and n -type regions.Basically, a phenomenological description of the device dynamics can be developed from the continuityequations (see Equations (3.36) and (3.37)) for the minority carriers. Taking into account the holes (mi-nority charges) in the n -type region xn � x � dn, after integrating Equation (3.37) we get the minoritycarrier charge contained in this n -type region. Practically, it can be assumed that the generation andrecombination (G = R = 0) may be neglected within the neutral regions. Using the Gauss' low (3.15) weachieve from (3.37) ip (dn; t)� ip (xn; t) = � ddtQp (t) : (4.33)where Qp is the minority charge "stored\ in the neutral n -region. It is given byQp (t) = q � A � dnZxn p (x; t) � dx > 0 (4.34)In an analogous way we receive from Equations (3.36)in (�xp; t)� in (�dp; t) = � ddtQn (t) (4.35)with the electron charge Qn in the neutral p -regionQn (t) = �q �A � �xpZ�dp n (x; t) � dx < 0: (4.36)



50 MODULE 4. PN-JUNCTION AND DIODESThe key point to model the device dynamics based on these minority carrier charges is to approachin (�dp; t) = �Qn(t)�n p and ip (dn; t) = Qp(t)�p n (4.37)That means the minority carrier currents at the contacts in (�dp; t) and ip (dn; t) are assumed to bedirectly proportional to the minority carrier charge in the neutral p - and n -region. In Equation (4.37),the parameter �n p and �p n stand for the electron's and hole's travel (transit) time through the neutralp -region and n -region, respectively. Thus, we obtain from Equation (4.1) and (4.3)ip (xn; t) = ddtQp (t) + Qp (t)�p n : (4.38)and in (�xp; t) = �� ddtQn (t) + Qn(t)�n p � Qn < 0 : (4.39)With the parameter � de�ned by � = �QnQp > 0 (4.40)we are able to combine the Equations (4.38) and (4.39). Finally, we achieve the charge controlling equationi (t) = ip (xn; t) + in (�xp; t) = ddtQ (t) + Q (t)1 + � �� 1�p n + ��n p� (4.41)where i (t) is the total diode current, and Q (t) is the total minority carrier charge in both neutral regionsQ = Qp �Qn > 0: (4.42)It should be mentioned that for forward biases the recombination current in the space charge layer doesnot play any role, and therefore, it was neglected in Equation (4.41).Additional to the key point referring the minority carrier's transit time, the second basic idea of thecharge controlling approach is to state that the transit time parameters �n p and �p n as well as thecharge ratio controlling constant � can be calculated under steady state conditions.Neglecting recombination, we determine the transit time parameters in the same way as proceeded forEquation (4.32). The results are�n p = 1Dn � �xpZ�dp 1NA (x) � xZ�dp NA (x0) � dx0 � dx (4.43)and �p n = 1Dp � dnZxn 1ND (x) � xZxn ND (x0) � dx0 � dx: (4.44)For homogenously doped regions (i.e. there is no electric drift �eld) we receive from Equation (4.11) andEquation (4.12) �n p = (dp�xp)22�Dn and �p n = (dn�xn)22�Dp : (4.45)



4.5. LARGE-SIGNAL NETWORK MODEL 51These results are typical for carrier transport by di�usion only.Based on their de�nitions (see Equation(4.37)) using Equation (4.46) and Equation(4.32), �nally we �nd� = �QnQp = �n p�p n � InIp = �n p�p n � Dn � ZDDp � ZA > 0 (4.46)From Equation (4.41) under consideration of Equations (4.43) to (4.46) we should learn, that the dynam-ics of bipolar devices is mainly charge controlled.However, in many applications the overall dynamics of circuits and electronic systems is not limited bythe electronic devices. Often, the device dynamics is so high that the internal device electronics worksalways under steady state conditions. In this case, Equation (4.41) can be simpli�ed. We getQ = �V � I with �V = 1+�1�p n+ ��n p : (4.47)This equation is the starting point for de�ning the so-called (dynamic) di�usion capacitance Cd.Cd = ddV Q = ddI Q � ddV I � �V � IVT = �V � 1rd : (4.48)To avoid any kind of misunderstanding, it has to be clear, that Cd is a capacitance by de�nition only. Theessential characteristic of a physically real capacitance, a displacement �eld between specially separatedcharges is missing here. In fact, in the neutral regions at any place and time the minority carrier chargeis balanced by a corresponding majority carrier charge.The quantity 1=rd 1rd = gd = ddV I � IVT (4.49)may be interpreted as the device's dynamic input conductance. From this point of view, the total transittime parameter �V = Cd �rd is the essential device's characteristic time constant to describe the dynamicsof pn-junctions and diodes under forward conditions [1].Self-Assessment QuestionQuestion 4.4:What capacitance dominates the dynamics of the forward and reversed biased diode, respectively?4.5 Large-signal network modelThe architecture of an appropriate (large signal) network model can be distilled out of the physical im-plemented structure. Principally, such structures can be divided into a neutral p -and n -region with thepn -junction in between.At �rst we focus our considerations on an appropriate network model for the "pure\ pn -structure. Basi-cally, we have to take into account the non-linear I/V-characteristic (see equation (4.32)). It is mappedinto the dynamic input resistance or conductivity rd = 1=gd (e.g. see Equation (4.49)). To model thedevice's dynamics we need the dynamic space charge layer capacity (Cs) as well as the di�usion capacity(Cd). Both capacities are connected in parallel to the dynamic input resistance. As discussed above, Csworks for reverse biases, whereas Cd is only active for forward voltages.This model structure is based on an I/V-characteristic where the supplied voltage becomes e�ective forcontrolling the pn -junction without any drop of voltage across the neutral regions. That would only beacceptable for extremely high doped regions and relatively small currents. Otherwise, a drop of voltage



52 MODULE 4. PN-JUNCTION AND DIODESdecreases the pn -junction's control voltage. In practice, we consider this e�ect by a constant resistor RBconnected in series as shown in Figure 4.9.

Figure 4.9: Network model of a pn -diode [1]Moreover, for RF applications the network model has to be completed with a parasitic inductivity Lsand a stray capacity Cp due to connecting lines and packaging, respectively (see Figure 4.9).Self-Assessment QuestionQuestion 4.5:What does the network model elements rd; Cs; Cd represent? Have they to be connected in parallel or inseries whithin an network model?4.6 Thermal behaviorThe temperature dependence of the I/V-characteristic dominates essentially the thermal behavior of thediode (pn -junction). Let us discuss the temperature dependence of the I/V-characteristic in two steps,at �rst for forward voltages, and after that for reverse biasing.The methodical approach starts from a forward current IF (T0) = IFS (T0) � e VVT (T0) given for a referencetemperature T0 (e.g. room temperature T0 = 300 K). Now, we are interested in the forward currentIF (T ) at the temperature T = T0 + �T where j�T j << T0. Using Equation (4.30) and consideringEquations (3.6) with (3.1) and (3.2) as well as Equation (3.9) we �ndIF (T )IF (T0) = n2i (T )n2i (T0) � �e VVT (T)� VVT (T0) � = � TT0�3 ��eWg�q�Vk�T �T0 �(T�T0)� � eWg�q�Vk�T20 �(T�T0): (4.50)To obtain the latter term in Equation (4.30) we exploited the relation T0 << j�T j, i.e., we used theacceptable approximations (T=T0)3 � 1 andk � T � T0 � k � T 20 .Equation (4.30) shows, with rising temperatures we have to take into account an exponential increase ofthe forward current.In an analogous way we �nd an exponential temperature dependence for the reverse current, too.IR (T )IR (T0) = ni (T )ni (T0) � �s (T0)�s (T ) � e Wgk�T20 �(T�T0): (4.51)Self-Assessment QuestionQuestion 4.6:What kind of temperature dependency has to be taken into account for the forward and the reversebiased diode?



4.7. PROBLEMS AND EXAMPLES 534.7 Problems and examplesExercise 4 1: pn-diode with thermally e�ectsA simulation example regarding to the diode with thermal e�ects can be found inDiodeExercise4� 1:prbSimulate for a sinusoidal input signal E Vein with an amplitude of 15 V and a frequency of 50 Hz theoutput voltage (node 2).Plot the temperature of the diode (node 3) and the current through the diode (I.D1.ED).Repeat the simulation with a large heat sink (C th1=1). With this the temperature of the diode is nearlyconstant 300 K ( Figure 4.12) and the maxima of the current is greater ( Figure 4.13).

Figure 4.10: Schematic of a recti�er circuit with thermally e�ects
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Figure 4.11: Input and output voltage of a recti�er circuit

Figure 4.12: Temperature of the pn -diode (the green line gives the temperature with a very large heatsink C Th1=1)
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Figure 4.13: Current of the pn -diode (cyan: wit very large heat sink C Th1=1)
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Module 5Bipolar Transistors
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58 MODULE 5. BIPOLAR TRANSISTORS5.1 Function principles of bipolar transistors5.1.0 I/V-characteristicBipolar transistors are three terminal devices consisting of p-n-p or n-p-n structures. The operation isbased on minority carrier injection. But both carrier types (minorities and majorities) are involved inthe operation. Bipolar transistors are current controlled devices.The three terminals are emitter (E), base (B), and collector (C). Unless stated otherwise, the devicestructure considered here is that of a vertical npn transistor.Simply spoken, the bipolar transistor consists of two opposite polarized diodes with a common very shal-low region, the bases (B) (see Figure 5.1).

Figure 5.1: One-dimensional structure of the bipolar transistorFirst we describe the transistor operation qualitatively. Normally the emitter-base junction is forwardbiased and the base-collector junction is reverse biased. Therefore, two principles of the diode play animportant role for the operation of the bipolar transistor:� Injection of minority carriers (electrons) in the quasi-neutral base through the forward biasedemitter-base junction (emitter current).� Collection of this minorities through the backward biased base-collector junction (the space chargeregions are approximately free of mobile carriers).The injected minorities can reach the base-collector junction by di�usion because of the narrow base.The loss of minorities in the base due to recombination is very small and is part of the base current.Therefore the collector current and the base current areIC = ��f � IEIB = �(1� �f ) � IE (5.1)where �f is the common-base current gain and is somewhat smaller than unity.To derive the fundamental equations for the computation of the currents in the bipolar transistor wehave to solve the continuity equation (3.36) and the current density equation (3.24) in the neutral baseregion under the following simplifying assumptions:� Current ow is one-dimensional and dominated by the di�usion component.The depletion layer edges of the emitter-base and base-collector junctions are abrupt and situatedat x = 0 and x =Wb respectively (s. Figure 5.2).� The dope concentration Na is constant.� The region in between (0 < x < Wb) is quasi-neutral and p(x) � Na + n(x), where n(x) are theinjected minority carriers into the base.



5.1. FUNCTION PRINCIPLES OF BIPOLAR TRANSISTORS 59� Low injection into the base (n(0)� Na).� The generation-recombination part of the continuity equation can be written as G � R = �(n �n0)=�n0 (n0 - equilibrium concentration, �n0 - lifetime of electrons in the base) (see module 3.1.5).

Figure 5.2: Minority carrier distributions in the emitter and base of an npn transistorWith all these assumptions, we get the access minority carrier concentration in the base (static case)(Figure 5.2) n(x)� n0b = q � n2ibNA � sinh�Wb�xLn �sinh�WbLn � ��eVBEVT � 1� (5.2)and the minority current densitySn(x) = �q �Dn n2ibNA � Ln cosh�Wb�xLn �sinh�WbLn � � �eVBEVT � 1� : (5.3)Appropriate formulas also apply to the injection of holes from the base into the emitter:p(x) � p0e = q � n2ieND � sinh�We�xLp �sinh�WeLp � � �eVBEVT � 1� : (5.4)Because the doping levels in emitter and base are quite di�erent (ND � NA), the quantities n2ib and n2ieare not the same, due to the e�ect of bandgap narrowing (n2ib < n2ie ).Sp(x) = q �Dp n2ieND � Lp cosh�We�xLp �sinh�WeLp � � �eVBEVT � 1� (5.5)Multiplying the current densities by the emitter area gives for the total emitter currentIBE = � (Sn(0)� Sp(0)) � AE = I0E � �eVBEVT � 1� (5.6)with the emitter saturation currentI0E = q �AE � 24Dn n2ibNA � Ln 1tanh�WbLn � +Dp n2ieND � Lp 1tanh�WeLp �35 : (5.7)



60 MODULE 5. BIPOLAR TRANSISTORSAll minorities which reach the collector junction give the collector currentIC = �Sn(Wb) � AE = I0C ��eVBEVT � 1� (5.8)with the collector saturation currentI0C = q �AE �Dn n2ibNA � Ln 1sinh�WbLn � : (5.9)With the Equations (5.8), (5.1), and the additional assumption for transistors with a rather thick baseregion, that the hole injection into the emitter can be neglected in relation to the electron injection intothe base (�Sn(0)� Sp(0)), we get the common base current gain�f = 1cosh�WbLn � : (5.10)
5.1.1 The Ebers-Moll modelThe Equation (5.1) with (5.6) - (5.10) represent the Ebers-Moll model for the normal forward mode(Figure 5.3), the simplest and eldest model of the bipolar transistor.

Figure 5.3: Ebers-Moll equivalent circuit diagram for the normal forward modeOnly a part of the injected emitter current arrives at the collector, the rest equals the base current.Because the injected current plays the dominant role in this model another name is injection model.Due to the symmetrical structure of the transistor (see Figure 5.1) the same equations are valid for thereverse mode when the collector-base junction is forward biased. The complete static Ebers-Moll modelfor all modes of operation (forward and reverse) is shown in the following �gure.

Figure 5.4: Ebers-Moll equivalent circuit diagram�f and �r are the current gain in forward and reverse mode, respectively. They are smaller than 1 andnormally �f > �r



5.1. FUNCTION PRINCIPLES OF BIPOLAR TRANSISTORS 615.1.2 Dynamical e�ects and capacitancesDynamical e�ects are due to the charge storage in the transistor. Two e�ects must be considered (seemodule 4), the charge storage in the space-charge layers, modelled by the space-charge layer capacitancesCTe = Cje(1�VBE=Vje)mjeCTc = Cjc(1�VBC=Vjc)mjc (5.11)and the di�usion capacitances which can be estimated from the minority carrier charge stored in the baseregion in forward and reverse mode, respectively (see the charge control principle in module 4.4):Cbe = �f � d IBEdVBECbc = �r � d IBCdVBC (5.12)�f ; �r are the integral transit times of electrons and holes through the transistor.The complete dynamical large signal Ebers-Moll is shown in Figure 5.5.

Figure 5.5: Ebers-Moll model with series resistances and capacitiesSelf-Assessment QuestionsQuestion 5.1.1:Which mechanisms play a fundamental role in the bipolar transistor?Question 5.1.2:Why is this transistor called bipolar transistor?Question 5.1.3:Which phenomena cause the base current?Question 5.1.4:What does the Ebers-Moll model describe?



62 MODULE 5. BIPOLAR TRANSISTORSQuestion 5.1.5:Which e�ects cause the di�usion capacitances?5.2 Advanced models of bipolar transistors5.2.0 Real structures of bipolar transistorThe structure of the bipolar transistor in Figure 5.1 is a rough simpli�cation, in order to be able toderive the transistor equations without complicated boundary conditions. Figure 5.6 and Figure 5.7show the cross sections through today used, planar transistors. The mainly active regions are hatchedrepresented. The technologically necessary areas outside of these regions bring additional, parasitic e�ects(bulk resistors, capacities, diodes).

Figure 5.6: Cross-section of a vertical npn transistor

Figure 5.7: Cross-section of a lateral pnp transistorThe structural di�erence of the lateral pnp with respect to the vertical npn has consequences for theelectrical behaviour:� The lateral distances are usually longer than the vertical ones (esp. the base width), so the transittimes are also longer. This reduces the attainable transit frequency compared to vertical transistors.� The n epilayer in a lateral pnp is part of the base region and not part of the collector as in a verticalnpn transistor. So the lightly doped epilayer gives rise to high injection e�ects in the base, butquasi-saturation does not occur and Rcv � 0. However, extra charge storage does occur, but in thebase region under the emitter. This is detrimental to high fT values, too.



5.2. ADVANCED MODELS OF BIPOLAR TRANSISTORS 63� Emitter and collector dope concentrations in lateral pnp transistors resemble those of the base ina vertical npn, so they are in the range 1018 � 1019 cm�3 instead of the usual emitter dope around1020 cm�3. This makes the emitter less e�cient because of increased electron injection from thebase. It also increases the emitter series resistance and enhances current crowding under the emitter.� The forward-biased emitter injects holes into the base under the emitter. Most of these holes arestored there, but part of them will be collected by the substrate, giving rise to a substrate currentthat reduces the gain.� The recombination in the epilayer bulk is usually negligible, but the recombination at the oxideinterface may be important and must be taken into consideration.In comparison with vertical npn transistors lateral pnp transistors have a lower current gain (< 50), lowmaximum transit frequencies (< 100 MHz), and lower collector currents. Despite all these di�erences,the same models as for the npn transistor can be used. The parameters must be adapted to the concretedevice. But for more exact investigations the models must be supplemented.We assumed the minorities in the base move only by their relatively slow di�usion due to the densitygradient. The highest frequency, with which a transistor can be used, is determined however by thetransit time and thus by the speed, with which the minorities in the base move. The charge carrierscan be further accelerated by an additional electrical drift �eld in the base. Such �eld results from theimpurity concentration pro�le in the base, represented in the picture (Figure 5.8). In the equilibrium, themajority charge carriers di�use due to the impurity concentration pro�le in the direction of the collectorand produce such an accelerating �eld for the minorities (see module 3.2). Such transistors were alsocalled di�used base transistors.

Figure 5.8: Typical doping pro�le in an npn transistor under the emitter contact5.2.1 Transport modelFor modern transistors the indicated Ebers Moll Injection model is not suitable. Due to very small basewidths, the high drift �eld in the base, and a low recombination rate (high relaxation time) we have�f � 1.With if = �f � IBE and ir = �r � IBC , and splitting of the diodes in an ideal diode (with if and ir), andan nonideal ones (with if � (1=�f � 1) and ir � (1=�r � 1)), the equivalent circuit diagram Figure 5.4 willbe changed to Figure 5.9.



64 MODULE 5. BIPOLAR TRANSISTORS

Figure 5.9: Development of the transport modelThe ideal diodes have characteristics with the same saturation currents Isif = Is � �eVBEVT � 1�ir = Is � �eVBCVT � 1� : (5.13)Because in the two current sources and the correspondent diodes the same current ows the followingsimpli�cation to Figure 5.10 is possible (�: = �:=(1 � �:) are the current gains in the common emittercon�guration).

Figure 5.10: Equivalent circuit diagram of the transport modelThis is the basic form of the so called Ebers-Moll transport model. With resistances and capacitanceswe get the complete model in Figure 5.11.For a commercial transistor 2N4124 one receives the following characteristics compared with the sub-stantially more exact Spice model, which is used in modern simulators. It can be seen that the transportmodel has some deviations opposite the real transistor:� The current gain depends on the collector-emitter voltage and� The current gain depends on the collector current.Therefore, further improvements are necessary and will be described in the next chapter.
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Figure 5.11: Transport model with capacities and series resistance

Figure 5.12: Comparison of the transport model (dotted line) with the real transistor 2N4124



66 MODULE 5. BIPOLAR TRANSISTORS5.2.2 Gummel-Poon model5.2.2.0 Base chargeThe continuity equation (3.36) in the one-dimensional npn transistor (Figure 5.1) and in static case isSn = �q � �n � n � d ndx : (5.14)With the electron concentration n = ni � e'� nVT (see Equation (3.7)) Equation (5.14)will be integrated from the emitter contact to the collector contactcZe Snq � �n � ni � e� 'VT dx = �VT � �e� neVT � e� ncVT � : (5.15) ne;  nc are the quasi-Fermi levels on the emitter and collector, respectively. We neglect the recombina-tion in the base region, so Sp=0 and  p(x) = 0 . The base-emitter voltage and the base-collector voltageare Vbe = � neVbc = � nc: (5.16)Neglect of generation and recombination also makes Sn constant. Therefore Equation (5.15) can be writ-ten as Sn � cZe 1q �Dn � ni � e� 'VT dx = ��e� neVT � e� ncVT � : (5.17)Only the base region gives a signi�cant contribution to the integral on the left hand side and with  p = 0and p = ni � e�'+ pVT (5.18)we get Sn = eVBEVT � eVBCVTcRe pq�Dn�n2i dx : (5.19)With the total charge of one type (holes or electrons) in the active part of the transistorQb = q � cZe AE � p dx; (5.20)its value at zero bias Qb0, and the collector saturation current Is(Eq. (5.8)) the denominator can berewritten as cZe pq �Dn � n2i dx = QbIs �Qb0 : (5.21)Now, the general expression for the collector current becomesIC = Qb0Qb � Is � �eVBEVT � eVBCVT � : (5.22)



5.2. ADVANCED MODELS OF BIPOLAR TRANSISTORS 67Splitting up into forward and reverse currents givesIC = If � Ir (5.23)with If = Qb0Qb � Is � �eVBEVT � 1�Ir = Qb0Qb � Is ��eVBCVT � 1� : (5.24)The total base charge consists of� Qb0 - the zero bias base charge� QTe and QTc - the depletion charges of the emitter an collector junctions, respectively� Qbe and Qbc - the stored charges of the minority carriers, injected respectively from the emitterand collector Qb = Qb0 +QTe +QTc +Qbe +Qbc (5.25)5.2.2.1 Stored Charges of Injected Minority CarriersThe stored charges Qbe and Qbc can be related to the forward and reverse currents if and ir by thecharge-control principle Qbe = �f � IfQbc = �r � Ir (5.26)where the constants �f and �r are the forward and reverse base transit times. Substitution of (5.24) and(5.26) into (5.25) and under neglect of the junction charges givesQb = Qb0 + �f � Qb0Qb � Is � �eVBEVT � 1�+ �r � Qb0Qb � Is � �eVBCVT � 1� : (5.27)and with Equation (5.13) of the transport modelQb = Qb0 + �f � Qb0Qb � if + �r � Qb0Qb � ir (5.28)5.2.2.2 Depletion Charges of the Junctions - Early E�ectThe depletion charges of the emitter and collector junctions cause the rising of the collector current withthe collector-emitter voltage in the saturation region. These depletion charges depend on their junctionvoltages. This e�ect is called the Early e�ect. The charges are de�ned as functions of VBE and VBC ,respectively (CTe; CTc s. Equation(5.11)):QTe = VBER0 CTe dvQTc = VBCR0 CTc dv (5.29)For the Gummel-Poon model usually the expressions are approximated by using the mean values over



68 MODULE 5. BIPOLAR TRANSISTORSthe working range of the capacitances �CTe; �CTc or by de�ning so-called Early voltages VEarly� = Qb0� �CT�QTe = �CTe � VBE = Qb0 � VBEVEarlyfQTc = �CTc � VBC = Qb0 � VBCVEarlyr : (5.30)So we have Qb0 +QTe +QTc = Qb0 +Qb0 � VBEVEarlyf +Qb0 � VBCVEarlyr = Qb0 � (1 + q1): (5.31)The abbreviation 1 + q1 is called the Early factor.5.2.2.3 Implementation of the Base Charge in the Gummel-Poon ModelFor the whole base charge Qb we get with (5.28) and (5.31)Qb = Qb0 � (1 + q1) + �f � Qb0Qb � if + �r � Qb0Qb � ir (5.32)The solution of this equation isQbQb0 = 1 + q12 � "1 +s1 + 41 + q1 �� �fQb0 � if + �rQb0 � ir�# : (5.33)Because it is not possible to measure the zero bias base charge, Qb0/�f will be replaced by Ikf , theso-called knee-voltage in forward mode. It can be considered as the current value at which high injectionin the base starts. It applies for the reverse mode Ikr = Qb0/�r accordingly.Normally the Early factor should be approximately 1, therefore 1 + q1 � 11�q1 . If we neglect the Earlyfactor in the square root we get the usually used formula for the base chargeQbQb0 = 12 � 26641 +r1 + 4 � � ifIkf + irIkr �1� VBEVEarlyf � VBCVEarlyr 3775 : (5.34)
Self-Assessment QuestionsQuestion 5.2.1:What are the main di�erences between a vertical npn transistor and the lateral pnp transistor?Question 5.2.2:What describes the Ebers-Moll transport model?Question 5.2.3:Which problems are not modeled with the transport model?Question 5.2.4:What makes the essential di�erence between the Gummel-Poon model and the transport model?Question 5.2.5:Of which portions does the base charge consist?



5.3. SPECIAL EFFECTS 69Question 5.2.6:What is the Early e�ect and how is it modeled in the Gummel-Poon model?5.3 Special e�ects� Quasi-saturation / the base widening� Kirk e�ect (hot carriers)� Avalanche multiplication� Emitter-base current crowding� Access phase shift of transfer current5.4 Temperature e�ectsThere are three reasons for the temperature dependencies of the behaviour of bipolar transistors (see alsomodule 4.6):� the intrinsic concentration� the mobility and accordingly the di�usion constant� the ionization of the impurity concentration in the baseThe following equations are used in the Spice Gummel-Poon model. They are not derived here.The temperature dependency of the transport saturation current isIs (T ) = Is0 � � TTnom�XTI � e( TTnom�1)�Wg(T )VT and VT = k � Tq : (5.35)Wg(T ) is the temperature dependent bandgap voltageWg(T ) = 1:16� 7:02e�4�T 2T+1108 for silicon: (5.36)The temperature dependency of the leakage saturation currents areIs� (T ) = Is�0 � � TTnom�XTIn� �Xtb � e( TTnom�1)�Wg(T )n��VT � : e or c : (5.37)The temperature dependency of the current gain is�� (T ) = ��0 � � TTnom�Xtb � : f or r : (5.38)The temperature dependency of the junction capacitances isCj� (T ) = KC�(T ) � Cj�0 � : e; c or s (5.39)
KC�(T ) = 1+mj��0@4e�4�(T�Tref )�Vj��TnomTref �1�+KPB(Tnom)Vj��KPB(Tnom) 1A1+mj��0@4e�4�(Tnom�Tref )�Vj�0�TnomTref �1�+KPB(Tnom)Vj�0�KPB(Tnom) 1A � : e; c or s (5.40)



70 MODULE 5. BIPOLAR TRANSISTORSKPB(T ) = �k � Tq � �3 � ln TTref + qk � �Wg (Tref )Tref � Wg (T )T �� (5.41)Vj�(T ) = (Vj�0 �KPB (Tnom)) � TTnom +KPB (T ) : (5.42)Self-Assessment QuestionQuestion 5.4:What are the reasons for the temperature dependency of the bipolar transistor?5.5 The Spice Gummel-Poon ModelThe Equations (5.23), (5.24), and (5.34) are the basic equations of the Gummel-Poon model. The struc-ture of the model is derived from the transport model (Figure 5.13).

Figure 5.13: Equivalent circuit diagram of the Gummel-Poon model
if = Is ��eVB0E0nf �VT � 1�ir = Is � �eVB0C0nr�VT � 1� (5.43)



5.5. THE SPICE GUMMEL-POON MODEL 71
IT = Qb0Qb � (if � ir) with QbQb0 = 12 � 2664 1+r1+4�� ifIkf + irIkr �1� VB0E0VEarlyf � VB0C0VEarlyr 3775 (5.44)The base current is built by ideal components: Ib1f = if�fIb1r = ir�r (5.45)and non-ideal base current components. These non-ideal components arise from recombination in thedepletion region of forward biased junctions (leakage currents):Ib2f = Ise � �eVB0E0ne�VT � 1�Ib2r = Isc ��eVB0C0nc�VT � 1� (5.46)The parameters of the model for the current Equations (5.43) - (5.46) and (5.34) are (see also Figure 5.15):Is nf nr �f �r VEarlyf Ikf VEarlyr IkrIse Isc ne nc:The di�usion capacitances are Cbe = �f � d IBEdVBECbc = �r � d IBCdVBC : (5.47)The forward transit time parameter �f is a function of VB0C0 and if :�f = �f0 � "1 + x�f �� ifif + I�f �2 � eVB0C0V�f # (5.48)This is a more empirical (curve �tting) function, than derivate from the physical theory of the bipolartransistor.The space charge layer capacitances areCTe = Cje(1�VB0E0=Vje)mjeCTc = Xcjc � CTc0 with CTc0 = Cjc(1�VB0C0=Vjc)mjcCBC0 = (1�Xcjc) � CTc0CC0S = Cjs(1�VC0S=Vjs)mjs : (5.49)

The parameters of the model for the capacitances are



72 MODULE 5. BIPOLAR TRANSISTORS�f0 X�f V�f I�f �rCje0 Vje mje Cjc0 Vjc mjc Xcjc Cjs0 Vjs mjs:

Figure 5.14: Series resistances in an npn-structureThe resistances Re and Rc are linear and constant (Rcv � 0). But the base resistance has a constantpart Rbc for the inactive region outside the emitter and a variable part Rbv for the base region underthe emitter. The last part depends on the base current (emitter-base current crowding). The modelequations are noted without derivation (see [4], pp76):Rb = 8><>: RBM + Qb0Qb � (RB �RBM ) if IRB = 0RBM + 3 � (RB�RBM )�(tan z�z)(tan z)2�z if IRB 6= 0z = �224 � q1+( 12� )2� IBIRB �1q IBIRB : (5.50)
The parameters of the model for the resistances areRB IRB RBM Re Rc :All parameters of the Spice Gummel-Poon model are listed in the following table (Figure 5.15):



5.5. THE SPICE GUMMEL-POON MODEL 73name symbol parameter units default1 IS Is0 transport saturation current A 1.0e-162 BF �f0 ideal maximum forward beta - 1003 NF nf forward current emission coe�cient - 14 VAF VEarlyf forward Early voltage V in�nite5 IKF Ikf corner for forward beta high current roll-o� A in�nite6 ISE Ise0 B-E leakage saturation current A 07 NE ne B-E leakage emission coe�cient - 1.58 BR �r0 ideal maximum reverse beta - 19 NR nr reverse current emission coe�cient - 110 VAR VEarlyr reverse Early voltage V in�nite11 IKR Ikr corner for reverse beta high current roll-o� A in�nite12 ISC Isc0 B-C leakage saturation current A 013 NC nc B-C leakage emission coe�cient - 214 RB RB zero-bias base resistance 
 015 IRB IRB current where base resistance falls halfway to itsminimum A in�nite16 RBM RBM minimum base resistance at high currents 
 RB17 RE Re emitter resistance 
 018 RC Rc collector resistance 
 019 CJE Cje B-E zero-bias depletion capacitance F 020 VJE Vje B-E built-in potential V 0.7521 MJE mje B-E junction exponential factor - 0.3322 TF �f ideal forward transit time s 023 XTF X�f coe�cient for bias dependence of TF - 024 VTF V�f voltage describing VBC dependence of TF V in�nite25 ITF I�f high-current parameter for e�ect on TF A 026 PTF '�f excess phase at freq=1.0/(TF*2PI) Hz deg 027 CJC Cjc B-C zero-bias depletion capacitance F 028 VJC Vjc B-C built-in potential V 0.7529 MJC mjc B-C junction exponential factor - 0.3330 XCJC Xcjc fraction of B-C depletion capacitance connectedtointernal base node - 131 TR �r ideal reverse transit time s 032 CJS Cjs zero-bias collector-substrate capacitance F 033 VJS Vjs substrate junction built-in potential V 0.7534 MJS mjs substrat junction exponential factor - 035 XTB Xtb forward and reverse beta temperature exponent - 036 EG Wg energy gap for temperature e�ect on IS eV 1.1137 XTI temperature exponent for e�ect on IS - 338 KF icker-noise coe�cient - 039 AF icker-noise exponent - 140 FC coe�cient for forward-bias depletion capacitanceformula - 0.541 TNOM Tnom in K parameter measurement temperature C� 27Figure 5.15: Modi�ed Gummel-Poon BJT parameterSelf-Assessment QuestionQuestion 5.5:Why is the base resistance not constant?



74 MODULE 5. BIPOLAR TRANSISTORS5.6 Problems and examplesFor many standard transistors the parameters are available from semiconductor manufacturers. Gen-erally, however, model parameters must be derived. The measurement techniques leading to the Spiceparameters of bipolar transistors are presented in detail in [8]. The extraction of some parameters fromsimulation results is outlined in the following exercises.Exercise 5-1: Measurement of the Early voltageThe simulation of the output characteristic of a bipolar transistor can be found inBipolarExercise5� 1:prb.Derive the Early voltage from the simulation of the characteristic IC = f(VCE ; IB). In Figure 5.16 youcan see the schematic of the simulation circuit for the characteristic IC = f(VCE ; IB) or IC = f(IB ; VCE).The transistor has the following parameters (Q2N4124):name parameter value unitsIS transport saturation current 6.734f ABF ideal maximum forward beta 495 -VAF forward Early voltage 74.03 VIKF corner for forward beta high current roll-o� 69.35 AISE B-E leakage saturation current 6.734f ANE B-E leakage emission coe�cient 1.28 -BR ideal maximum reverse beta 0.7214 -RB zero-bias base resistance 10 
RC collector resistance 1 
CJE B-E zero-bias depletion capacitance 4.493p FTF ideal forward transit time 301.3p sXTF coe�cient for bias dependence of TF 2 -VTF voltage describing VBC dependence of TF 4 VITF high-current parameter for e�ect on TF 0.4 ACJC B-C zero-bias depletion capacitance 3.638p FMJC B-C junction exponential factor 0.3085 -TR ideal reverse transit time 238.3n s
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Figure 5.16: Schematic for the simulation of the output characteristic of an npn transistorThe results are shown in Figure 5.17. From this you can compute the forward Early voltage VEarlyf andcompare with the given parameter.

Figure 5.17: IC = f(VCE ; IB) characteristics with the Early voltage



76 MODULE 5. BIPOLAR TRANSISTORSExercise 5-2: Measurement of some dc parameters of a bipolar transistorThe simulation example (netlist and simulator commands) can be found inBipolarExercise5� 2:prb.Extract the parameter RB Is nf �f Ikf Ise ne from the dc simulation for the common basecon�guration in Figure 5.18. The voltage VCB = 5V should be constant.In a �rst step you must compute the base resistance RB (see Figure 5.19). The slope for high voltages isapproximately 1/RB .

Figure 5.18: Circuit of a bipolar transistor in common base con�guration for a dc simulationFor the other parameters the logarithm of the collector and base currents must be plotted as a functionof the base emitter voltage (Figure 5.20, the so called Gummel plot):� Extrapolation of the collector current to VBE = 0 gives the parameter Is.� Extrapolation of the base current at low base emitter voltage (the asymptote Ib2f ) gives the pa-rameter Ise and at large base emitter voltage (the asymptote Ib1f ) the value Is/�f and thereforethe parameter �f .� The slopes of the asymptotes in this logarithmic diagram gives the emission coe�cients nf and ne.� The asymptotes of IC for low values of VB0E0 (low injection) and high values (high injection)intersect at the current value Ikf .
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Figure 5.19: The base current IB = f(VB0E0) and the inuence of the base resistance

Figure 5.20: The Gummel plot IC = f(VB0E0) and IB = f(VB0E0)



78 MODULE 5. BIPOLAR TRANSISTORSExercise 5-3: Measurement of the ideal forward transit time (ac simulation)Derive the ideal forward transit time �f from the ac simulation of the current gain iC/ iB (Figure 5.22,IB = 20�A and VCE = 5V ):�f = 12���f1Set the parameters CJE=0 and CJC=0 and observe the inuence on the frequency f1.The simulation of the ac characteristic can be found inBipolarExercise5� 3:prb

Figure 5.21: Circuit of a bipolar transistor in common emitter con�guration for an ac simulation

Figure 5.22: The frequency characteristic of the small signal current gain
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80 MODULE 6. MOS FIELD-EFFECT TRANSISTORS1. What means "�eld-e�ect\?2. What is the contact potential, and how to determine it?3. How to create an inversion channel?4. What is the threshold voltage, and which meaning does it have?5. What means "active channel\ operation mode?6. What is typical for the "pinch-o�\ operation mode?7. What makes the di�erence between an n -channel and a p -channel transistor?8. What is the MOS transistor's dynamics based on?Module prerequisites. Knowledge learned in module 3 and module 4, basics in electrical engineeringand electronics usually o�ered in universities' curricula
6.1 Energy-band diagram of the MOS transistor structure6.1.0 SummaryIn the paragraph 3.1.2 we have learned, what an energy-band diagram is, and how to use it for gettingdeep insights into the internal electronics without numerical analysis. Remember, one of the energy-band's features is to picture the internal electronics under thermal equilibrium conditions. For instance,due to putting together materials with di�erent energy-band diagrams, an internal electric �eld will occurin such semiconductor structures. This is also the case in MOS structures where the so-called contactpotential has to be taken into account. Moreover, from the energy-band diagram we can identify thenecessary conditions that an inversion channel can be created. So, we can recognize, what �eld-e�ectmeans.Consequently, these and other facts have to be considered if we analyze the operation principles of MOStransistors with an insulated control electrode.6.1.1 MOS transistor structure under thermal equilibriumTo understand the basic electronics of MOS transistors (enhancement type), at �rst, we consider a MOStransistor with a homogeneously p -doped (acceptor density NA) semiconductor (bulk) shown in Figure6.1.
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Figure 6.1: MOS transistor structureIn paragraph 3.1.2 we introduced the energy-band diagram of a MOS structure with a metallic gate (Al)under thermal equilibrium (see Figure 3.6). Now, we are going to repeat the construction again for anMOS structure with a highly-doped Si gate. To meet the thermal equilibrium conditions, by de�nition,we start from VGB = VGS = VGD = 0. In this case the Fermi-level WF is constant throughout thestructure (see Figure 6.2). As shown in Figure 6.2, however, that is not the case for the band edges WVand WC as well as the intrinsic level Wi. These band deections, particularly, at the interface betweenoxide and semiconductor bulk, indicate an internal electric �eld with a drop of voltage on the oxide (Vio)and also on the bulk (Vso).

Figure 6.2: Energy-band diagram of a MOS structure under thermal equilibrium [1]



82 MODULE 6. MOS FIELD-EFFECT TRANSISTORSThe total voltage drop is a built-in potential and is called contact potential VK , whereVK = Vio + Vso: (6.1)Vio and Vso are the potential di�erences across the gate insulator and the semiconductor under thermalequilibrium, respectively.From Figure 3.6 we �nd VK = VEA � VWF Al + VF p + Vg=2 (6.2)for a metal gate electrode where VEA = WEAq , VWF Al = WWF Alq and Vg=2 = Wg2�q are the voltageequivalents to the electron a�nity WEA, the metal work function WWF , and the half Wg=2 of the forbid-den bandWg . The Fermi-potential VF p (potential di�erence to intrinsic potential) in the bulk is given byVF p = VT � ln NAni : (6.3)As usually, VT is the thermal voltage, and ni is the intrinsic density of silicon.The contact potential VK of MOS structures plays a similar role as the built-in potential Vbi in a pn -junction. This will be clear if we determine VK for a MOS structure with a heavily n+ -doped polysilicongate (donor density ND). Then we get a Fermi potential VF nVF n = VT � ln NDni : (6.4)For such structure and �W � 0 (due to the high concentration of donors in the gate), from Figure 3.6we get VK = VF n + VF p = Wg2 � q � �Wq + VF p � Wg2 � q + VF p = Vg=2 + VF p (6.5)with �Wq = WC �WFq = VT � ln NCND << Wg2 � q : (6.6)As introduced and already explained in paragraph 3.1.3, NC � 1019 cm�3 is the e�ective density ofstates in the conduction band. Donor densities above NC make the Fermi-level dip into the conductionband, and such semiconductor is called "degenerated\, but this case will not play any role in modelingthe functional principle of MOS transistors. From Equation (6.5) we recognize the similarity between VKand Vbi.6.1.2 Field-e�ect controlBecause their numerous applications, we are particularly interested in modeling the electronics of n -channel MOS transistors (NMOS transistors). In such device, the inversion channel consists of electronsenhanced at the interface between the silicon oxide and the surface of a p -doped semiconductor (bulk).For our modeling purposes, we may use the modeling approach called "strong\ inversion approximation.This model works when a remarkable (strong) inversion channel of electrons has been "born\. Basically,an inversion channel only appears, if the gate bulk voltage VGB > 0 exceeds a typical threshold voltageVt. To understand, what strong inversion means, and how to de�ne this threshold voltage, we use theenergy-band diagram again . For better understanding we will proceed step-by-step.At �rst we supply a positive gate-bulk voltage VGB > 0 to the gate.
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Figure 6.3: Energy-band diagram with gate voltage [1]As shown in Figure 6.3, now, we have a di�erence in the Fermi-levels of the gate and the semiconductor.Under consideration of knowledge given in paragraph 3.1.2 we learn from Figure 6.3Vi + Vs = VGB + VK (6.7)where Vi and Vs are the drop of voltage on the oxide and semiconductor, respectively, if VGB > 0 hasbeen supplied. VK is the contact potential given by Equation(6.1).A detailed analysis of the �eld and potential distribution in a MOS structure shows that beyond beginningstrong inversion the surface potential Vs(corresponds to the drop of potential on the semiconductor) holdson its value Vs � 2 � VF p (see Figure 6.4).

Figure 6.4: Surface potential as function of the gate source voltage [9]Additionally to VGB � 0, now, we supply a source-bulk voltage VSB � 0 and hold on VDB = 0. WithVSB � 0 the Fermi-level of the bulk is split-up in a quasi-Fermi level WF p for holes and such one forelectrons WF n, respectively (see Figure 6.5).
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Figure 6.5: Energy-band diagram with gate and source bulk voltage [1]So, the quasi Fermi-level of the source electrons and the Fermi-level of the bulk di�ers just about theexternally supplied voltage VSB � 0. As shown in the energy-band diagram in Figure 6.5, a similarsituation can be recognized regarding q � VF p and the quasi Fermi level of the electrons WF n in theinversion channel (see Figure 6.5).We may not forget that the inuenced channel electrons will shield the bulk against a further penetrationof �eld from the oxide side. Therefore, the total voltage drop on the bulk Vs remainsVs � 2 � VF p + VSB : (6.8)As VGB , Vs and VK have been speci�ed, now we are able to calculate the voltage drop on the oxide Vi:Vi = VGB � VSB � 2 � VF p + VK = VGS � 2 � VF p + VK ; (6.9)where VGS = VGB � VSB > 0 is the gate-source voltage. The oxide voltage Vi and the surface potentialVs are the essential controlling voltages (potentials) of this so-called "active\ channel modus.With the third step, �nally, a drain-bulk voltage VDB � VSB � 0 is also supplied (see Figure 6.6). Thatmeans an electric drift �eld ~Ech is impressed on the channel~Ech = ~j �Ech (0 � y � L) : (6.10)
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Figure 6.6: NMOS transistor with supplied terminal voltagesThis electric �eld make the channel electrons move. Thereby, a current ow from drain to source iscreated, and necessarily, a channel potential V (y) occurs.Basically, the drift �eld Ech (y) is considered to be small in comparison to the transversal electric �eldin the oxide. Therefore, we may assume that the electric �eld in the oxide holds on having a transversalcomponent only, but it will decline towards the drain.Self-Assessment QuestionQuestion 6.1:Which quantity achieved the surface potential Vs at the beginning of strong inversion?6.2 Control charges in the NMOS transistor6.2.0 SummaryBasically, there are two items which make us studying the control charges in MOS transistors. The �rstreason is to become acquainted with the working principle of the �eld e�ect transistors. In particular, thisconcerns the control charges on the gate, the interface charges which are typical for the technology used,and also the space charge in bulk that governs the threshold voltage. On the other hand, the changing ofcharges due to supplied voltages, causes capacitive e�ects. Such capacitances have to be considered formodeling the dynamics of electronic devices. For this purpose, the charges in the space charge layers atthe pn -junctions around the source and drain contact regions have to be involved in the analysis, too.



86 MODULE 6. MOS FIELD-EFFECT TRANSISTORS6.2.1 Field-e�ect based conductivity and charge controlBased on the voltage control and the charge neutrality we �ndQ00G +Q00Z +Q00s +Q00n = 0: (6.11)Next, we will qualify the charge contributions Q00G, Q00s and Q00Z needed for the determination of the chan-nel charge Q00n. In Figure 6.7 these charges are pictured for di�erent gate-source voltages.For the charge (per unit area) on the gate Q00G we �nd
Q00G (0 � y � L) = "ox � Vidox = "ox � VGS � V (y)� 2 � VF p + VKdox > 0: (6.12)

The charge (per unit area) in the space charge layer Q00s is given by
Q00s = �q �NA � ds < 0 (6.13)

where the layer's depth ds depends on the channel potential V (y). For modeling approach purposes, wemay neglect the impact of V (y) on the bulk space charge. At the source is V (y = 0) = 0, and the bulkcharge (per unit area) is (see Equation (6.13) and Equation(6.8))
Q00s = �q �NA � ds = �q �NA �r 2 � "Hq �NA � Vs = �q2 � q �NA � "H � (VSB + 2 � VF p) < 0: (6.14)

The interface state charge Q00Z , is considered to be constant, e.g.
Q00Z = 10�8As=cm2: (6.15)
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Figure 6.7: Control charges in a MOS structure [1]Taking into account Equations (6.12) to (6.15), �nally, from Equation (6.11) we receive the electroncharge (per unit area) in the channel Q00n. The result can be given byQ00n (VGS � (V (y) + Vt) > 0) = � "oxdox � (VGS � (V (y) + Vt)) � 0: (6.16)Thus, we �nd the threshold voltage Vt > 0Vt = 2 � VF p + VFB + dox"ox �q2 � q �NA � "H � (VSB + 2 � VF p) > 0 (6.17)where the technology-based at band voltage VFB stands forVFB = ��VK + dox"ox �Q00Z� : (6.18)The contact potential VK has already been de�ned and discussed in paragraph 6.1.1. It is given by



88 MODULE 6. MOS FIELD-EFFECT TRANSISTORSEquation (6.2) and Equation (6.5), respectively.From this point of view, the threshold voltage Vt > 0 can be understood as minimum gate-source voltageto create a strong inversion channel starting at the source. In other words, for gate-source voltages0 < VGS < Vt the inversion channel disappears.Self-Assessment QuestionQuestion 6.2:Which charges have to be considered to calculate the inversion channel conductivity?6.3 Operation Principles of MOS Transistors6.3.0 SummaryGenerally, the operation principle of MOS transistors with an insulated gate electrode is based on thecontrol of a conducting channel at (or near) the interface between the semiconductor and the oxide.Basically, there are four types of MOS �eld-e�ect transistors. So, we distinguish the n - and p -channelenhancement types from the n - and p -channel depletion transistors. Whereas the depletion types aredevices for special applications, the enhancement transistors have a great importance for discrete andintegrated circuits. In particular, they are used together in integrated CMOS IC. That is why we havefocused our thoughts and discussions on the enhancement transistors only.6.3.1 Types of MOS transistorsThe n -channel enhancement transistor (NMOS) in Figure 6.8(a) is fabricated on a p -type semiconductor(bulk) with heavily-doped n -regions as source (S) and drain (D) regions. A very thin silicon oxide layerinsulates the control electrode (called gate G) from the semiconductor surface. If a high enough positivegate-source voltage, VGS > Vt > 0, is supplied between gate and source, the so-called "�eld-e�ect\ works.That means, the strong electric �eld originating from positive gate charges penetrates into the semicon-ductor and inuences a conducting inversion channel at surface. In a p -type bulk it consists of electronsenhanced at the interface between oxide and the semiconductor surface. So, this channel connects sourceand drain and allows an electron current I , if a positive drain-source voltage VDS is additionally supplied.This current can be controlled by VGS > Vt, where Vt > 0 is the so-called threshold voltage. Vt is theminimum gate source voltage to create a strong inversion channel.If we use an n -type substrate with p -type source and drain regions, we obtain a p -channel enhancementtransistor (see Figure 6.8(b)). Fore these types the signs of all voltages and currents are reversed, butthe operating principle is the same as of the n -channel enhancement transistor.



6.4. I/V-CHARACTERISTIC FOR STRONG INVERSION 89

Figure 6.8: Di�erent types of MOS transistors: (a) n -channel enhancement, (b) p -channel enhancement[2]Self-Assessment QuestionQuestion 6.3:Is there an important di�erence referring to the operation principles of a p-channel and an n-channelenhancement MOS transistor?6.4 I/V-characteristic for strong inversion6.4.0 SummaryBased on the voltage control (see paragraph 6.1.2) we studied the forming of corresponding controlcharges (see paragraph 6.2.1) due to the supplied terminal voltages gate-bulk VGB , source-bulk VSB anddrain-bulk VDB . Thus, we have learned that for VGS = VGB � VSB � Vth > 0 an inversion channel ofelectrons is enhanced at the interface between bulk and silicon oxide. If we choose VDS = VDB�VSB > 0an electric drift �eld is imposed on the channel which drives the electrons in the channel to drain, i.e. achannel current I � 0 ows from drain to source. This phenomenon will be discussed in detail, next.Summarizing what we have learned up to now, we should recognize the following:The inversion channel inuenced by the electric �eld is extremely thin and only contains electrons in avery high concentration. It contacts the n+ -doped source and drain regions which provide the chan-nel with electrons and absorb them, respectively. Moreover, the source and drain are also necessary topick-up the channel current I . These facts turn MOS transistors into the majority of carrier controlleddevices, which are usually "fast\ devices, i.e. the electronic device works nearly all times under steadystate conditions. This characteristic feature will be discussed in detail later on.



90 MODULE 6. MOS FIELD-EFFECT TRANSISTORS6.4.1 Unipolar channel currentThe current in an n -(inversion) channel is a pure electron drift current.As developed in paragraph 6.2.1, the channel conductivity due to Q00n (inuenced by the �eld-e�ect)depends on the channel potential V (y) (see Equation(6.16)). Moreover, the potential`s changing ratealong the channel de�nes the electric drift �eld. This combination makes the MOS transistor's functionalprinciple becomes quadratic-nonlinear. That makes a remarkable di�erence to the bipolar transistor.Actually, the electronics within the base of bipolar transistors is linear, however, the injection of minoritycarriers from the emitter and collector into the base is nonlinearly (exponentially) dependent on thecontrol voltages supplied between emitter and base, and collector and basis, respectively.The I=V -characteristic of an NMOS transistor can be obtained by the integration of the drift currentequation I = �n � B � (�Q00n (V )) � ddyV: (6.19)Under consideration of Equation (6.16) with Equation (6.17) and Equation(6.18), we obtain the I=V-characteristic from I � LZ0 dy = �n �B � "oxdox � V (L)=VDSZV (0)=0 (VGS � Vt � V ) � dV (6.20)with the threshold voltage VtVt = 2 � VF p + VFB + dox"ox �q2 � q �NA � "H � (VSB + 2 � VF p) > 0 (6.21)and the at-band voltage VFB VFB = ��VK + dox"ox �Q00Z� : (6.22)Due to the contact potential VK (see Equation (6.2) and Equation(6.5)) and the interface charges Q00,the at-band voltage VFB becomes material and technology speci�c (see paragraph 6.1.1 and 6.2.1).The integration in Equation (6.20) results in the NMOS transistor's I=V -characteristic, given byI = �n � "oxdox � BL �8>>>>><>>>>>: 0 VGS � Vt � 0(VGS � Vt) � VDS � V 2DS2 0 < VDS � VGS � Vt(VGS�Vt)22 0 < VGS � Vt < VDS : (6.23)The complete I=V -characteristic is pictured in Figure 6.9. On the left hand side, the transfer character-istic is presented, and on the right hand side the output characteristic is given.As shown in Equation (6.21), the threshold voltage depends on the source bulk voltage VSB . The e�ectbased on this VSB -dependency is called body-e�ect.The modeling approach pursued up to now, has been relied on a strong inversion channel starting at sourceend ending at drain. This situation is the so-called "active channel\ operation mode. It is characterizedby the voltage relation 0 < VDS � VGS � Vt. If this relation reverses, i.e. 0 < VGS � Vt < VDS , thechannel is said to be "pinched-o�\.
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Figure 6.9: I=V -characteristics of NMOS transistors [2]
The simplest model to describe the current ow in the pinch-o� mode is derived from the minimum drain-source voltage VDS = VGS �Vt necessary to pinch-o� the channel just at drain. For 0 < VGS �Vt < VDSthis basic model de�nes the channel current to become constant and independent on VDS . Its value iscorresponding to I that comes out if we expand the active operation mode to its limit VDS = VGS � Vt.This conicts with the model assumptions which are based on weak channel �elds. "Weak\ means thatthe channel �eld can be neglected compared to the �eld originating from gate, which is necessary tocreate the channel. A realistic modeling procedure has to take the interaction between the channel andoxide �eld into account as soon as their strengths have achieved comparable magnitudes.These facts are crucial. That is why we have to re�ne our model concerning the electronic in the pinch-o�operation mode.In our I=V -model (see Equation(6.23)) the out-put resistance is extremely high in the pinch-o� mode.From Equation (6.23) we calculate the output conductance in the pinch-o� mode gout = (dI=dVDS)VDS>VGS�Vt =0, i.e., the output resistance tends to become in�nite. Real devices exhibit pinch-o� out-put resistanceswhich are much more lower (see Figure 6.10) than in�nite.That is due to dedicated pinch-o� e�ects to be mentioned, now. A phenomenological model relays on anew declaration of how to understand the channel length L .Clearly, in the active operation mode L is a design (structure) parameter which denotes the distancebetween source and drain. However, in the pinch-o� mode the channel length turns to become anelectronic parameter controlled by VDS . That means, in the pinch-o� operation mode the channel lengthL has to be replaced by an electronic channel length Le = L ��Le (VDS) > 0. Actually, this channelshorting makes the out-put current arise with increasing VDS > 0. Often, this approach is compared withthe Early e�ect of bipolar transistors.
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Figure 6.10: Adapted out-put-characteristics of NMOS transistors [2]Additionally, for our modeling aims we should distinguish between the "projected\ channel length L andan e�ective channel length Leff . As explained above, originally, L denotes the distance measured fromsource (channel side) to drain (channel side), which is assumed to be completely inuenced by the oxide�eld (see Figure 6.11). On the other hand, Leff is a corrected channel length taking into account thelateral di�usion of source and drain contacts (2 ��Llat) into the projected channel region leading to thereduction from L to Leff = L� 2 ��Llat > 0 Leff .Figure 6.11 depicts the e�ective channel lengths caused by lateral di�usion into the channel region.

Figure 6.11: Channel shortening due to lateral di�usion [2]6.4.2 Thermal e�ectsUp to now, our modeling process has been focused on I=V -characteristics at the (absolute) nominal tem-perature Tnom = 300 K. To consider thermal e�ects, however, we need correspondingly re�ned models.Indeed, a set of modeling parameters necessary for describing the MOS transistor's I=V -characteristicsis sensitively dependent on the operational temperature T (#). Therefore, thermal e�ects occur if theoperational temperature has been changed. For instance, such temperature changes originate from powerdissipation generated in the transistors themselves, and also from external heating sources. In particu-lar, in IC implementation of complex MOS circuits with a huge number of transistors, the transistor's



6.4. I/V-CHARACTERISTIC FOR STRONG INVERSION 93operational temperature can appreciably di�er from Tnom. To obtain realistic and reliable simulations,we should be able to acquire the essential thermal e�ects.Generally, may be stated, that currents of MOS transistors are much less dependent on temperature thancurrents of bipolar transistors.Neglecting very low temperature e�ects due to the impurity freeze-out at very low temperatures, we willconcentrate on the temperature dependency of the channel electrons' mobility as well as the thresholdvoltage. Moreover, there are some other thermal e�ects, which also have to be considered if an advancedmodel should be developed. The temperature dependency of leakage currents due to the, (bipolar) reversecurrents of the reverse biased pn -junctions of the source and drain region and the channel current forweak inversion are examples of them.The empiric decline of the channel electron's mobility in terms of temperature is very simple and given by�n (T ) = �n0r� TTnom�3 : (6.24)The parameter �n0 is the channel mobility for electrons at Tnom.In fact, �n0 is not dependent on the temperature, however, �n0 is inuenced by the electric drift �eld Ein the channel. If necessary, we may include so-called high �eld e�ect in the approach. Then, we get thededicated �eld model �n (T; E) = �n0 (E)r� TTnom�3 : (6.25)The quantity �n0 (E) still needs specifying in terms of E . The Figure 6.12 pictures the electron's mo-bility decline due to high �eld e�ects.

Figure 6.12: The decrease of the electron mobility [2]The threshold voltage Vt is the most important parameter of the MOS transistor's I=V -characteristics.Generally, it controls the operation mode, and thus the working mode of MOS circuits. Therefore, reli-able circuit simulations need Vt models suitable for reacting appropriate on temperature changes whereverthey come from. To make Vt cope with uctuating temperatures as demanded for simulations of real lifeapplications, we start from Equation(6.21). If the temperature sensitive parameters and quantities are



94 MODULE 6. MOS FIELD-EFFECT TRANSISTORShighlighted we obtainVt (T ) = VFB (T ) + 2 � VFp (T ) + dox"ox �q2 � q �NA � "H � �VSB + 2 � VFp (T )� > 0: (6.26)The at-band voltage VFB (T ) (see Equation(6.18)) depends on temperature T due to VK (T ) (see Equa-tion (6.2) and Equation (6.5)) and is given byVFB (T ) = �0BB@dox"ox �Q00Z +8>><>>: VEA � VWF Al + VF p (T ) + Vg=2 (T ) Al gateVg=2 (T ) + VF p (T ) Si gate 1CCA : (6.27)Thus, we can see that the V 0t s dependency on T is mainly due to the temperature sensitivity of semicon-ductor materials.Self-Assessment QuestionsQuestion 6.4.1:What charges determine the threshold voltage Vt?Question 6.4.2:Which voltages control the output characteristic of an ideal NMOS transistor?6.5 Large-signal network model6.5.0 SummaryThe knowledge indented to be imparted in this paragraph can be summarized as follows:1. Based on the ideal I=V �rst an appropriate DC large signal model is developed.2. Dynamic charge changing processes of the gate charge QG as well as the bulk charge Qs may beseen as the physical reasons for capacitive e�ects within the NMOS transistor. Generally, to modelthese e�ects completely, in total six dynamic capacitances (Cgd, Cgs, Cgb relating to QG and Cbd,Cbg , Cbs regarding Qs) have to be derived from QG and Qs, respectively.3. The dynamics of the internal transistor is assumed to be extremely high so that the control chargeQG (VGS (t) ; VDS (t) ; Vt (VSB (t))) can follow the time-variable controlling voltages VGS (t) ; VDS (t)and Vt (VSB (t)) without any delay. That is why the dynamic capacitances may be de�ned basedon the capacitors of a steady state electric �eld. However, the control charges are nonlinearlydependent on the controlling voltages. That has to be considered for the de�nition of dynamiccapacitance by applying di�erential quotients instead of ordinary quotients.4. Based on our relatively simple threshold voltage model Vt = Vt (VSB (t)) with a weak dependencyon VSB (t), only the dynamic gate-drain capacitance Cgd and the dynamic gate-source capacitancesCgs remain at last. The rest of capacitances Cgb, Cbd, Cbg and Cbs can be neglected. From thispoint of view, the total oxide capacity Cox = L �B � "oxdox seems to become electronically divided intothe two parts Cgd and Cgs. For extremely strong inversion yields Cgd = Cgs = 12 � Cox, whereas inthe pinch-o� region we get Cgd = 0 and Cgs = 23 � Cox.5. It should also be indicated that Cgd and Cgs are di�erent in the active and pinch-o� operation mode.In fact, in the pinch-o� mode the oxide capacity Cox has to be replaced by Cox � �1� �Le(VDS)L � ,because the projected channel length L has been electronically shortened to L��Le (VDS).Generally, it should be highlighted once again that all dynamic capacitances developed in this paragraphare necessary to model the dynamics of the pure NMOS transistor. Stray and overlay capacitors dueto the technological implementation have to be analyzed separately. The necessary supplements will bediscussed and considered with respect to the large signal network model to be developed below.



6.5. LARGE-SIGNAL NETWORK MODEL 956.5.1 Model architectureBasically, large-signal models are necessary for computer simulations of complex MOS integrated circuits(IC) and also for MOS transistor-based circuitry. Therefore, such models should comprise all essentialfunctional aspects as well as parasitic e�ects if necessary. To avoid a priori limitation to dedicated ap-plication purposes, generally, we are keen developing a large-signal model to be used without any seriousrestrictions. Without loosing the universality, in particular, we are interested in large-signal models ap-propriate to be applied for direct current (DC) analysis, and also to be used for radio frequency (RF)applications. To make this complex task more transparent, we separate the development into determina-tion of a large-signal non-linear DC model and the calculation of supplements. Mostly, such complementsare capacitances necessary for simulation of the dynamic circuits.Principally, the architecture of a non-linear network model can be derived from the physical implemen-tation of such device. In Figure 6.13 is schematically shown, how to distil the model's architecture outof the structure of an integrated NMOS transistor.

Figure 6.13: Physical implementation of NMOS transistor [2]The outcome of the graphical extraction of model's architecture is pictured in Figure 6.14. To incorporatesource and drain resistors which could become important for high currents applications we de�ne aninternal transistor model with internal nodes denoted with apostrophes. Then, the source and drainresistors connect the internal transistor model to the external source and drain terminal.

Figure 6.14: Architecture of the NMOS transistor's large-signal model



96 MODULE 6. MOS FIELD-EFFECT TRANSISTORS6.5.2 Large-signal DC modelThe most important DC parameter is the current source Ich representing the channel current controlledby the internal source-bulk, gate-source and drain-bulk voltages. To obtain acceptable results in model-ing and simulation of complex MOS circuits, the ideal I=V -transistor model (see Equation (6.23)) needsre�ning. The demanded re�nements should be concentrated on two items.The �rst point concerns the de�nition of internal nodes. Consequently, the "pure\ channel current has tobe controlled by voltages (VGS0 , VD0S0) regarding to the internal nodes. As mentioned above, the inversionchannel has to be contacted with highly-doped source and drain contact regions. From the electronicspoint of view, these regions can be modelled by a reverse-biased pn -junction and Ohmic resistors RSand RD for the neutral p - and n -regionsAs shown in Figure 6.14, the source and drain contact resistors RS and RD connect the (external) ter-minals source S and drain D to the internal nodes S0 and drain D0 , respectively. A more sophisticatedmodelling approach takes into account the contact resistance between the external line (e.g. made fromAl) and the integrated resistors of source and drain contact regions. Generally, RS and RD are assumedto be independent on the temperature and constant. In fact, their resistances will become important, ifRF-networks have to be simulated.The second point of re�nement is focussed on the "pinch-o�\ operation mode. The philosophy behindrests on physically founded approaches completed with empirical complements to achieve the model'sperformance and quality as demanded. Next, we demonstrate, how to adapt the ideal I=V -characteristicgiven by Equation (6.23) to the characteristics of real devices. Basically, there is a lot of di�erent ap-proaches to achieve appropriate device models.A very simply possibility to adapt the ideal model's out-put characteristic to corresponding measurementsis based on the replacement of the pre-factor � of Equation� = �n � "oxdox � BL (6.28)by the coe�cient �� �� = � � (1 + � � V D0S0) : (6.29)The constant � (e.g. � � 0:01=V ) is used to provide the out-put characteristic with a de�nite rise in thepinch-o� operation mode. To avoid any discontinuity in the I=V -characteristics, consequently, we havealso to correct the transfer characteristic slightly. Thus, we receiveIch = �n � "oxdox � BL � (1 + � � V D0S0) �8>>>>><>>>>>: 0 VGS0 � Vt0 � 0(VGS0 � Vt0) � VD0S0 � V 2D0S2 0 < VD0S0 � VGS � Vt0(VGS0�Vt0 )22 0 < VGS0 � Vt0 < VD0S0 : (6.30)with the threshold voltageVt0 = ��VK + dox"ox �Q00Z�+ 2 � VF p + dox"ox �q2 � q �NA � "H � (VS0B + 2 � VF p) > 0 (6.31)6.5.3 Large signal model's capacitancesTo be applied to the simulation of transient processes in MOS circuits (dynamic behavior) the DC modelhas to be provided with appropriate capacitors (see Figure 6.14).The approach used here, results from the founded assumption that the dynamic behavior of the "pure\�eld-e�ect is much faster than transient processes of real MOS transistors. Basically, the same relation



6.5. LARGE-SIGNAL NETWORK MODEL 97is correct referring to the MOS circuitry to be driven by such transistors. Actually, the stray and para-sitic capacitors due to transistors' physical implementations delay the transient behavior of real devices.Consequently, the complex model of a distributed non-linear RC -line used for modeling the dynamicelectronics of the pure �eld e�ect can be replaced by the channel current source completed with thedynamic capacitors related to the dynamic charge and discharge processes. From the physical point ofview, these recharging processes start out from the source and drain contacts where either the temporallyneeded channel electrons can immediately be delivered or an actual excess of electrons can be adoptedwithout any remarkable delay. The adequate positive charge is inuenced on the gate by the electric�eld between channel and gate electrode. The bulk charge can be updated by modulation of the depthds of the space charge layer below the channel. All these recharging reactions, the exchange of electronsbetween channel and its contacts, the inuence of positive charges on the gate electrode as well as themodulation of bulk charge are very fast processes (taking a few ps only), which will not essentially adul-terate the internal transistor's dynamics. Hence, the modulation of control charges is assumed to beperformed under steady state conditions. In other words, any time-variable change in VGS (t), VDS (t) orVSB (t) immediately results in an adequate reaction in QG, Qn and Qs. Therewith, we may model thetransistor dynamics based on Q� (t) = Q� (V�1 (t) ; :::; V�� (t) ; :::; ). These charges can be found fromQ00G, Q00n by integration. Therewith, we get Qs = � (QG +QZ +Qn) � 0 for the bulk charge.Assumed, at least one of the controlling voltages VDS (t) , VSB (t), VGS (t) is changing fast enough, thenthe corresponding control charges will react with adequate recharging processes including fast changes ofthe electric �eld between spatially separated charges on the gate and channel as well as space charges ofbulk, respectively. As well-known from linear capacitors, time-variable �eld changes lead to displacementcurrents. However, there is a remarkable di�erence to linear capacitors, because the control charges inNMOS transistors are nonlinearly dependent on the controlling voltages. That makes the control charge-based capacitances become dynamic elements. From the basics of electrical engineering we know thede�nition of dynamic capacitors:C�� = @@V��Q� (V�1; :::; V�� (t) ; :::; ) � 0: (6.32)Having QG in terms of their controlling voltages available, we de�neCgd = � @@VGDQG�VGS; VSB=const: = � @@VDSQG � 0: (6.33)Thus, we getCgd = � @@VDSQG = 23 � Cox �8>><>>: 1� (VGS�Vt)2(2�(VGS�Vt)�VDS)2 VGS � Vt � VDS > 00 0 < VGS � Vt < VDS (6.34)where Cox stands for the oxide capacity Cox = B � L � "oxdox : (6.35)We should note that gate-drain capacity Cgd varies between Cgd = 0for pinch-o�, and Cgd = 1/2 �Cox fora very strong inversion channel. The Cgd 's dependencies on the working point �xed by the controllingvoltages VGS � Vt and VDS are given in Figure 6.15 and Figure 6.16, respectively.
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Figure 6.15: Dependency of the gate-drain capacity Cgd on the gate-source voltage VGS � Vt [1]

Figure 6.16: Dependency of the gate-drain capacity Cgd on the drain-source voltage VDS [1]Exploiting a similarly modeling approach, we obtainCgb � Cbg = 0 (6.36)and Cgs = 23 � Cox �8>><>>: 1� (VGS�Vt�VDS)2(2�(VGS�Vt)�VDS)2 VGS � Vt � VDS > 01 0 < VGS � Vt < VDS : (6.37)For strong inversion VGS � Vt >> VDS > 0 Equation (6.37) delivers Cgsmin = 12 � Cox as the minimum ofCgs, whereas the maximum Cgsmax = 23 � Cox is reached for pinch-o�.Summarizing, we should state that only Cgd0 and Cgs0 will play an essential role, whereas the rest of dy-namic capacitances can be neglected. In particular, this is true for the dynamic gate-bulk capacitances.These dynamic capacitances are indirectly involved in the recharging processes via the threshold voltageVt.



6.5. LARGE-SIGNAL NETWORK MODEL 99As mentioned above, to model the dynamic behavior of real transistors, additionally, some stray capaci-tors have to be taken into account (see Figure 6.14). The physical origin of these capacitors can also bewithdrawn from the device's physical implementation sketched in Figure 6.13. Generally, these capaci-tances could be determined by using the Green's function (pure geometry functions) of the space withthe stray �elds, however, most of them are not available. Mostly, an approximation based on the platecapacitor model with homogeneous �eld is su�cient for that purpose. Thus, the calculation problemis reduced to measuring and estimating the geometric parameters of these capacitors. Assumed theseparasitic capacitance can be estimated acceptably, we will �nd Cgd00 representing the stray �elds at drain,and correspondingly Cgs00 for the stray �elds at source. It should be noted that these stray capacitancesare considered to be neither dependent on the working point nor on the temperature.With the control capacitances Cgd0 and Cgs0 from Equation (6.34) and Equation (6.37), �nally, we obtainthe total gate drain and gate source capacitances (CGD0 andCGS0) as needed for the large-signal networkmodel. It is CGD0 = Cgd00 + Cgd0 (6.38)and in a similar way CGS0 = Cgs00 + Cgs0 : (6.39)As shown in Figure 6.1 the source and drain contact regions are n+ -doped. With respect to the p -typebulk, each of them forms a pn -junction to insulate the contacts from bulk.Thus, VSB � 0 and also the drain-bulk voltages VDB � 0 are reverse voltages of the source and draincontact regions, and therefore, the width of the space charge layers around the contacts will be extendedin terms of VSB � 0 and VDB � 0. Therefore, the source and drain regions contribute to the networkmodel, the (parasitic) space charge layer capacitors CS0B and CD0B . Based on the electronics behind, wehave to distinguish their space charge capacitances from the dynamic charge-based channel capacitancesdeveloped above.To calculate the space charge capacitances CS0B and CD0B , �rstly, we determine the width of the spacecharge layer on the p -side of the pn -junction at source. After that, we are able to �nd the stored charge(per unit area) in the p -side of the space charge layer at source and drain Q00ss and Q00sd in terms ofVSB � 0 and VDB � 0. Finally, we obtain the space charge capacitance (per unit area) C 00SB for sourcefrom C 00SB = ddVSB ��Q00ss� =q "H �q�NA2�Vbi � �1 + VSBVbi �� 12 > 0 VSBVbi >> 1 (6.40)and correspondingly C 00DB for drain fromC 00DB = ddVDB ��Q00ds� =q "H �q�NA2�Vbi � �1 + VDBVbi �� 12 > 0 VDBVbi >> 1: (6.41)Actually, the expressions for the space charge capacitances C 00SB and C 00DB loose their validity for smallreverse voltages (VSBVbi � 1 , VDBVbi � 1), and particularly for forward voltages (VSB < 0, VDB < 0). Forsuch cases, dedicated relations are needed.It should be mentioned that C 00SB and C 00DB do not change their voltage dependences essentially, if thedoping pro�le is not longer one-sided abrupt. For a linear graduated pn -junction for instance, we achieveinstead of the exponent �1=2 in Equation (6.40) and Equation (6.41) the exponent �1=3. That is whyan approximation C 00S = C 00s � �1 + VSVbi ��m > 0 VSVbi >> 1 (6.42)is used often. Therein, the factor C 00s and the exponent m serve as �tting parameters.



100 MODULE 6. MOS FIELD-EFFECT TRANSISTORSSelf-Assessment QuestionsQuestion 6.5.1:How can be found the network model's architecture?
Question 6.5.2:What is the most important DC parameter in a large-signal network model of an NMOS transistor, andby which voltages is it controlled?
Question 6.5.3:Which capacitances have to be taken into account to consider dynamic transistor e�ects?
6.6 Problems and examplesExercise 6-1: I/V-characteristic of an NMOS-transistorSimulate the I/V-characteristic of an NMOS-transistor. The schematic of the simulation circuit is shownin Figure 6.17. The gate voltage should be changed from 2V to 5V in stages of 0.5V.The executable example (netlist and simulator commands) can be found in theMosfetExercise6�1:prb.The parameters of the NMOS-transistor arename parameter value unitsL length of channel 2� mW width of channel 100� mVTO threshold voltage 2 VKP transconductance parameter 20� A=V 2TOX thin-oxide thickness 100n MNSUB bubstrate doping 4e15 cm�3IS bulk junction saturation current 2e-16 APB bulk junction potential 0.8 VCGDO GD overlap capacitance 1.7n F=mCGSO GS overlap capacitance 9n F=mRD drain ohmic resistance 1m 
RS source ohmic resistance 1m 
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Figure 6.17: Schematic for Exercise 6-2
VGS = 5VVGS = 4:5VVGS = 4VVGS = 3:5VVGS = 3VVGS = 2:5VFigure 6.18: I/V-characteristic of an NMOS transistorExercise 6 2: Measurement of the capacitances of an NMOS transistorThe simulation example (netlist and simulator commands) can be found in the �leMosfetExercise6� 2:prb.This exercise demonstrates the measurement of the gate capacitances in dependency of the drain-source voltage. After the DC analysis you must perform an AC analysis with only one frequency (e.g.fmeas=1MHz) and change the the drain-source voltage (see Figure 6.19).



102 MODULE 6. MOS FIELD-EFFECT TRANSISTORSThe drain and source resistances are set to zero. Then the capacitances can be computed from the imag-inary part of the appropriate currents:CGD = Im(ID)2���fmeas CGS = Im(IS)2���fmeasThe results show that the gate-drain capacitance for V DS = 0V has a value of CGD = CGDoverlap+Cox/ 2and with increasing drain voltage goes down to CGD = CGDoverlap (see Equation (6.38) and (6.34)). Thegate-source capacitance rises from CGS = CGSoverlap + Cox/ 2 to CGS = CGSoverlap + 2 � Cox/ 3 (seeEquation (6.39) and (6.37)).Simulate the same example with RD = RS = 1
. Compare the results and describe the inuence ofsource and drain resistance on the results!

Figure 6.19: Gate-source and gate-drain capacitance of an NMOS transistorExercise 6 3: Transfer characteristic of a CMOS inverter circuitThe executable examples of a CMOS inverter can be found in the �le MosfetExercise6� 3:prb.Simulate the CMOS inverter circuit in Figure 6.20. The models of both transistors are the very simpleMOS-model mosnsimple and do not contain capacitances. Therefore the simulation result with Ce = 0gives the static transfer characteristic of the inverter.Describe the cause for the changed characteristic with Ce = 0:2pF and determine the discharge currentfrom it approximately and compare it with the drain currents of the transistors.(The rise of the output signal in the range of 10 - 20 ns is caused by the ramping of the battery voltageEDD)
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Figure 6.20: Schematic for exercise 6-3

Figure 6.21: Transfer characteristics of a CMOS inverter
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Module 8Answers to Self-AssessmentQuestionsModule overview. This module contains the answers to the self-assessment questions which are askedin the course modules.The questions are repeated here to use this module as an self-assessment module of the whole course.to 3: Electronics of semiconductor structuresto 3.1: Charge carriers in semiconductorsQuestion 3.1.1:What type of impurities has to be used to make an n-type semiconductor, donors or acceptors?Answer 3.1.1:Donors, like phosphorus.Question 3.1.2:What energy levels are necessarily needed to pivture an energy-band diagram of a p-type semiconductorunder thermal equilibrium conditions?Answer 3.1.2:We need the valence and conduction band edges WV and WC , the Fermi-level WF , the work functionlevel WWF as well as the electron a�nity WEA.Question 3.1.3:What is the meaning of the quantities n, ni, ',  n and VT of n = ni � e'� nVT ?Answer 3.1.3:n: density of electrons in semiconductorsni: intrinsic density (material parameter)':electrostatic potential n:quasi-Fermi-potential for electronsVT : thermal temperature voltage (VT (T = 300K) = 25:9mV )107



108 MODULE 8. ANSWERS TO SELF-ASSESSMENT QUESTIONSQuestion 3.1.4:What kind of termerature dependency is essential for the intrinsic density ni?Answer 3.1.4:An exponential temperature dependency, proportional to e� Wgk�T=q .to 3.2: Electric �eld and space chargesQuestion 3.2:What is the Poisson's di�erential equation needed for?Answer 3.2:It is used to determine the potential distribution due to space charges.to 3.3: Charge carrier transport in semiconductorsQuestion 3.3.1:Which phenomena makes the electrons and holes move within a semivonductor?Answer 3.3.1:These carriers move due to di�usion processes and electric �eld drifts.Question 3.3.2:Which components of carrier currents have to be considered in semiconductors?Answer 3.3.2:The carrier current is composed of mobile electrons and holes due to di�usion and drift �elds.to 4: pn-junctionsto 4.1: Basics of operation principlesQuestion 4.1:What quantities determine the widths of the space charge layer near the stochiometric pn-junction?Answer 4.1:The impurity densities of donors ND and acceptors NA as well as the sum of built-voltage Vbi > 0 andthe revers voltage �V > 0 on the pn-junction.to 4.2: Space charge capacityQuestion 4.2:What makes the essential di�erences between the space charge layer capacity and the capacity of a platecapacitor (electrostatics)?Answer 4.2:The charges of a plate capacitor are surface charges on the plates. The total charge on an electrode islinearly dependent on the voltage of the capacitor.Instead of two charged plates a space charge layer capacity is formed of two layers, one with positiveand another with negative space charges. The total charge within the positive (or negative) layer isnonlinearly dependent on the voltage across both layers.



109to 4.3: I=V -characteristicQuestion 4.3.1:What current components have to be considered to calculate the I=V -characteristic of an pn-junction?Answer 4.3.1:The minority carriers injection currents into the neutral p- and n-region (In and Ip) as well as therecombination/generation current in the space charge layer (Irg).Question 4.3.2:What stands the oating potential VFO for?Answer 4.3.2:VFO � 0:7V highlights the minimum forward voltage to be applied to "open" the pn-junction (diode).to 4.4: DynamicsQuestion 4.4:What capacitance dominates the dynamics of the forward and reversed biased diode, respectively?Answer 4.4:The so-called di�usion capacitance Cd is essential for the dynamics of the forward biased diode, whereasthe space charge capacitance Cs dominates the dynamics of the reversed biased pn-junction.to 4.5: Large-signal network modelQuestion 4.5:What does the network model elements rd; Cs; Cd represent? Have they to be connected in parallel or inseries whithin an network model?Answer 4.5:rd is the dynamic di�usion resistance. Cd stands for the dynamic di�usion capacitance. Cs means thedynamic space charge layer capacitance. These elements have to be connected in parallel.to 4.6: Thermal behaviorQuestion 4.6:What kind of temperature dependency has to be taken into account for the forward and the reversebiased diode?Answer 4.6:In any case an exponential temperature dependency has to be considered.to 5: Bipolar Transistorto 5.1: Function principles of bipolar transistorsQuestion 5.1.1:Which mechanisms play a fundamental role in the bipolar transistor?



110 MODULE 8. ANSWERS TO SELF-ASSESSMENT QUESTIONSAnswer 5.1.1:- Injection of minorities into the base- Collection of the minorities through the backward biased base-collector junctionQuestion 5.1.2:Why is this transistor called bipolar transistor?Answer 5.1.2:Because both types of carriers, minorities as well as majorities, play a role for the function of the transistor:- the minorities in the base build the collector current- the base current is build by majority carriersQuestion 5.1.3:Which phenomena cause the base current?Answer 5.1.3:- Injection from the base into the emitter region- Recombination in the base regionQuestion 5.1.4:What does the Ebers-Moll model describe?Answer 5.1.4:The dependence of the injected currents of the junction voltages.Question 5.1.5:Which e�ects cause the di�usion capacitances?Answer 5.1.5:The transit time of the carriers through the transistor, mainly of the minority carriers through the base.to 5.2: Advanced models of bipolar transistorsQuestion 5.2.1:What are the main di�erences between a vertical npn transistor and the lateral pnp transistor?Answer 5.2.1:- lower current gain- lower maximum transit frequencyQuestion 5.2.2:What describes the Ebers-Moll transport model?Answer 5.2.2:The dependence of the current of the junction voltages owing from the emitter to the collector.Question 5.2.3:Which problems are not modeled with the transport model?



111Answer 5.2.3:The dependency of the current gains from the collector-emitter voltage and the currents.Question 5.2.4:What makes the essential di�erence between the Gummel-Poon model and the transport model?Answer 5.2.4:The base charge and its dependency of the currents and voltages are taken into account.Question 5.2.5:Of which portions does the base charge consist?Answer 5.2.5:The total base charge consists of- Qb0 the zero bias base charge,- QTe and QTc the depletion charges and- Qbe and Qbc the stored charges of the injected minority carriersQuestion 5.2.6:What is the Early e�ect and how is it modeled in the Gummel-Poon model?Answer 5.2.6:The Early e�ect causes the rising of the collector current in the saturation region. It is modeled by thedepletion charges in the total base charge.to 5.4: Temperature e�ectsQuestion 5.4:What are the reasons for the temperature dependency of the bipolar transistor?Answer 5.4:The temperature dependences of- the intrinsic carrier concentration- the mobility- the ionisation of the impurities in the baseis the main reason.to 5.5: The Spice Gummel-Poon modelQuestion 5.5:Why is the base resistance not constant?Answer 5.5:The base resistance consists of a part for the active base region under the emitter. Because of theemitter-base current crowding the resistance depends on the base current.



112 MODULE 8. ANSWERS TO SELF-ASSESSMENT QUESTIONSto 6: MOS-�eld e�ect transistorsto 6.1: Energy-band diagram under thermal equlibriumQuestion 6.1:Which quantity achieved the surface potential Vs at the beginning of strong inversion?Answer 6.1:The surface potential becomes Vs � 2 �VF p, where VF p = VT � ln NAni is given by the doping concentrationin the bulk material.to 6.2: Control charges in NMOS transistorsQuestion 6.2:Which charges have to be considered to calculate the inversion channel conductivity?Answer 6.2:The channel conductivity is given by the channel charge (per unit area) Q00n = �(Q00G + Q00Z + Q00S), i.e.we need the gate charge Q00G, the interface charge Q00Z and the charge of the space charge layer Q00S (allcharges per unit area).to 6.3: Operation principes of MOS transistorsQuestion 6.3:Is there an important di�erence referring to the operation principles of a p-channel and an n-channelenhancement MOS transistor?Answer 6.3:No, the operation principle of both types is the same.to 6.4: I=V -Characteristic for stron inversionQuestion 6.4.1:What charges determine the threshold voltage Vt?Answer 6.4.1:Vt is mainly determined by the interface charge Q00Z (unit per area) and charge of the space charge layerQ00S (unit per area).Question 6.4.2:Which voltages control the output characteristic of an ideal NMOS transistor?Answer 6.4.2:The output characteristic of an ideal NMOS transistor is controlled by 0 < VGS � Vt < VDSto 6.5: Large-signal network modelQuestion 6.5.1:How can be found the network model's architecture?



113Answer 6.5.1:The network model's architecture can be derived from the transistors physical implementation.Question 6.5.2:What is the most important DC parameter in a large-signal network model of an NMOS transistor, andby which voltages is it controlled?Answer 6.5.2:The most important DC parameter is the channel current Ich controlled by the internal source-bulkvoltage (VS0B), the gate source and drain source voltages (VGS0 and VD0S0)Question 6.5.3:Which capacitances have to be taken into account to consider dynamic transistor e�ects?Answer 6.5.3:To consider the transistor's dynamics, we have to consider the internal space charge layer capacities ofthe source and drain contact regions CS0B , CD0B , the dynamic channel capacities Cgs0 and Cgd0 as wellas stray capacities due to the device's physical implementation.


